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Abstract

The detection and segmentation of foreground objects in videos is a fundamental
problem in computer vision research and a key component for a wide array of
applications. Ranging from higher-level vision problems such as semantic scene
understanding and video summarization, to low-level video post-production and
editing tools, video segmentation encompass the entire spectrum of video related
tasks. This diverse set of applications yields different objectives and impose dif-
ferent requirements in terms of quality, efficiency, and manual effort necessary.

This thesis investigates novel video object segmentation techniques, spanning dif-
ferent types of end applications. First, we study the problem of reducing or elimi-
nating human effort to enable unsupervised segmentation of videos by proposing
approaches to roughly estimate the primary or “salient” object. Next, we explore
methods that operate in a semi-automatic fashion, i.e. with minimal human super-
vision, and methods that enable user control and interaction. Finally, we introduce
a new dataset and evaluation methodology to enable a deeper understanding of
the results and to point towards promising avenue for future research.

The first part of the thesis addresses the problem of discovering salient objects in
still images. Motivated by psychological and neurobiological studies, we tackle
the problem from complementary perspectives. On one hand, we combine, in a
single-high dimensional Gaussian filtering framework, color contrast and spatial
color distribution. On the other hand, we exploit spectral clustering properties
to model common rules of photographic composition. These two approaches are
orthogonal to each other and instrumental to unsupervised video object segmen-
tation.

The second part of the thesis explores semi-automatic video segmentation tech-
niques with different type of annotations and therefore different levels of human
supervision and suitable applications. We demonstrate robustness to challeng-
ing situations such as occlusions, by estimating the maximum-a-posteriory of a
fully connected graphical model built over object proposals. We leverage the dis-
criminative power of fully convolutional networks trained on static images and
initialized with precise segmentation masks or bounding-boxes.

The third part of the thesis is related to interactive segmentation techniques. In
this domain, responsiveness is crucial to enable user interaction. Therefore we
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propose to perform the segmentation on a sparse and regularly sampled data
structure known as bilateral grid to provide iterative feedback in a fraction of
the time of the previous approaches. Results demonstrates that the proposed
approach is not only suitable for interactive segmentation but it is also able to
generate high-quality results in semi-automatic settings, without any type of user
interaction.

The fourth and concluding part of the thesis, introduces a new dataset and eval-
uation methodology specifically designed for the problem of segmenting fore-
ground objects in videos. We analyze several state-of-the-art segmentation ap-
proaches as well as those proposed in this thesis to uncover their strengths and
weaknesses and highlight promising directions for future works.

The novel approaches that will be presented in this thesis enabled improvements
upon the state-of-the-art both in terms of accuracy and efficiency. Furthermore,
the knowlegdge collected during the aforementioned studies has lead to the or-
ganization of the first workshop on video object segmentation that will be held at
the Computer Vision and Pattern Recognition conference in 2017.
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Sommario

L’identificazione e la segmentazione di oggetti nei video € un problema fonda-
mentale nella ricerca in computer vision e componente chiave per una vasta gam-
ma di applicazioni. A partire dai problemi di visione a livello superiore, come la
comprensione semantica delle immagini e la classificazione dei video, per arriva-
re agli strumenti di video editing per la post-produzione, la segmentazione & uno
strumento utilizzato nell’intero spettro delle applicazioni relative al video. Que-
sta varieta di applicazioni introduce diversi obiettivi e impone requisiti diversi in
termini di qualita, efficienza e sforzo manuale.

Questa tesi esamina nuove tecniche di segmentazione di oggetti presenti in video,
utili per diversi tipi di applicazioni finali. In primo luogo, studiamo il problema
della riduzione o dell’eliminazione dello sforzo umano per consentire la segmen-
tazione non monitorata dei video proponendo approcci per individuare approssi-
mativamente la locazione dell’oggetto primario o ”saliente”. Quindi, esploriamo
metodi che operano in modo semi-automatico, cioe con una minima supervisio-
ne umana e metodi che consentono il controllo e l'interazione dell’utente. Infine,
introduciamo un nuovo set di dati e una metodologia di valutazione per consen-
tire una comprensione profonda dei risultati e delineare nuovi percorsi di ricerca
futura.

La prima parte della tesi esamina il problema di scoprire oggetti salienti nelle
immagini statiche. Motivati da studi psicologici e neurobiologici, affrontiamo
il problema da prospettive complementari. Da una parte, combiniamo in un
singolo framework di high-dimensional Gaussian filtering, il contrasto di colo-
re e la distribuzione loro distribuzione all’interno dell'immagine. Dall’altra par-
te, sfruttiamo le proprieta di clustering spettrale per modellare regole comuni di
composizione fotografica. Questi due approci sono ortogonali 1'uno all’altro e
necessari per lo sviluppo di tecniche di video segmentazione degli oggetti non
supervisionata.

La seconda parte della tesi esplora tecniche semi-automatiche di segmentazione
video con diversi tipi di annotazioni e quindi diversi livelli di supervisione umana
e applicazioni. Qui dimostriamo robustezza a situazioni impegnative quali occlu-
sioni, valutando la stima del massimo-a-posteriori di un modello grafico comple-
tamente connesso costruito su proposte di oggetti. Inoltre sfruttiamo il potere di-



scriminatorio di reti convoluzionali esercitate su immagini statiche e inizializzate
con precise maschere di segmentazione o bounding-boxes.

La terza parte della tesi e legata a tecniche di segmentazione interattiva. In que-
sto dominio, la velocita di risposta dell’algoritmo e cruciale per consentire 1'in-
terazione dell'utente. Pertanto proponiamo di eseguire la segmentazione su una
struttura di dati efficiente, conosciuta come griglia bilaterale per fornire un feed-
back iterativo in una frazione del tempo degli approcci precedenti. I risultati
dimostrano che I’approccio proposto non e solo adatto alla segmentazione inte-
rattiva, ma e anche in grado di generare risultati di alta qualita in impostazioni
semi-automatiche, senza alcun tipo di interazione tra utenti.

La quarta e conclusiva parte della tesi, introduce un nuovo set di dati e una me-
todologia di valutazione specificatamente progettata per il problema di segmen-
tazione di oggetti nei video. Analizziamo diversi approcci di segmentazione oltre
a quelli proposti in questa tesi per scoprire i loro punti di forza e debolezza e
mettere in evidenza le direzioni promettenti per la ricerca futura.

Gli algoritmi presentati in questa tesi hanno consentito miglioramenti dello stato
dell’arte sia in termini di precisione che di efficienza. Inoltre, la conoscenza rac-
colta durante i suddetti studi ha portato all’organizzazione del primo workshop
sulla segmentazione degli oggetti video che si terra alla conferenza Computer Vi-
sion e Pattern Recognition nel 2017.
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CHAPTER

Introduction

A massive amount of video data is generated everyday by millions of people
around the world and made publicly available on the Internet. This large
amount of visual information is generally associated by users with labels to
identify content and location. While these noisy labels represent a form of
weak annotations useful for some supervised machine learning tasks such
as scene classification and action recognition they do not provide enough
context to leverage the rich spatio-temporal signal represented by videos.

At the other end of the spectrum, further away from noisy scene classifi-
cation labels, lie dense, per-pixel accurate, manual annotations of videos,
(Figure 1.1). This type of annotation enables a deeper level of visual scene
understanding which is required, for example, in the context of self-driving
cars, and video surveillance. Besides, visual understanding, pixel-wise an-
notations are ubiquitous in the media content post-production pipeline en-
abling independent processing of different image regions.

However, dense per-pixel annotations are tedious to obtain. Depending on
the complexity of the scene, a trained human can process on average be-
tween 5 to 15 frames per day [Cordts et al., 2016]. Dense per-pixel video
labeling, therefore, represents a significant investment both in terms of time
and money and therefore large-scale datasets with per-pixel annotations are
scarce.

As demonstrated by recent success on the tasks of object recognition and
detection in still images, large-scale datasets are of fundamental impor-
tance to enable fast-paced progress in computer vision [Lin et al., 2014;
Russakovsky et al., 2014; Torralba and Efros, 2011]. Thus, it is not a surprise
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Classification Semantic Segmentation

Figure 1.1: Different type of image annotations. Left: image is associated to weak la-
bels specifying type of object and other semantic attributes. Right: dense
per-pixel semantic labeling. Every pixel is associated with the object class
it belongs to. Sources: ImageNet (www.image-net.org) and CityScapes
(https://www.cityscapes-dataset.com).

that one of the trend topics currently being investigated by the computer
vision community is that of developing novel learning techniques to bet-
ter exploit the information that a video source provides, while reducing or
eliminating the manual effort required to manually label individual pixels.

One branch of computer vision that is related to the task above is know
as video segmentation. Video segmentation refers to a broad range of com-
puter vision techniques aiming to group perceptually or semantically similar
regions in videos. This grouping enables the propagation of spatially dense,
but temporally sparse labels (Figure 1.2) along successive video frames, re-
ducing the amount of manual labour required to densely annotate a video.

Based on the type of grouping, video segmentation algorithms can be
broadly classified into over-segmentation and object segmentation. While
the former aims to group perceptually similar compact regions of a video,
the latter aims to congregate pixels belonging to the same object instance.
This thesis focuses on video object segmentation.

Besides low level tasks such as label propagation and video analysis, video
object segmentation is instrumental for many high-level applications related
to media content production. In particular video object segmentation is es-
sential to special effect post-production. Complex editing, such as composit-
ing, requires independent processing of several elements of a scene and
video segmentation tools can help the artists to speed up their work flow.
However, despite remarkable progress in recent years, video object segmen-
tation still remains a challenging problem and most existing approaches still
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Ground-truth Frame 16 Frame 38

Figure 1.2: Sparse label propagation. The first frame is human annotated and it serves
the purpose of initializating the algorithm that propagates the annotations
forward to successive frames. Source: DAVIS (davischallenge.org).

exhibit too severe limitations in terms of quality and efficiency to be appli-
cable in practical applications, such as video post-production and editing in
the visual effects industry.

In this thesis we investigate different statistical approaches to perform the
task of video object segmentation while spanning different degrees of hu-
man supervision. First, we study low-level techniques to distinguish salient
object from background regions as a form of bootstrapping for automatic
video object segmentation algorithms. Next, we explore the usage of rough
annotations such as bounding boxes or object proposal, i.e. regions that are
likely to contain an objects, to initialize our algorithms in a semi-automatic
fashion. Finally, we create a new dataset and propose a evaluation method-
ology that take into account three essential factors to assess the quality of
the segmentation, namely region similarity, contour accuracy and temporal
stability.

1.1 Contribution and Organization

This thesis aims to advance the field of video object segmentation propos-
ing a new evaluation methodology and novel image based techniques for
discovering and segmenting objects in videos. The main thread, delineating
the structure of the thesis is the increasing amount of supervision, or hu-
man effort, required to perform the segmentation. Briefly, methods can be
categorized as unsupervised, semi-automatic or interactive, depending whether
they discover the object to segment without any human supervision, use few
manually annotated frames as initialization, or allow user to repeatedly in-
teract with them to provide feedback and improve the segmentation results.
Note that the boundaries between these categories are fuzzy and several ap-
proaches are designed to operate in different modalities. In detail the thesis
is structured as follows.

In Chapter 2 we review the literature that is most closely related to this thesis.
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The section begins with a selection of salient detection approaches which are
often used to roughly locate the object to segment. Next we describe several
state-of-the-art video object segmentation algorithms. Reflecting the overall
structure of the thesis, they are grouped based on the amount and type of
labeling. The section closes with an overview of existing datasets, which
commonly used to benchmark the performance of video object segmentation
algorithms.

Chapter 3 is related to unsupervised video segmentation. We introduce two
different approaches to discover salient foreground objects in still images
and videos. These approaches are instrumental to replace human annota-
tions with a rough object localization. The first method implements the no-
tion of color-contrast efficiently using high-dimensional gaussian filters. The
second approach is based on the assumption that most of the image bound-
aries are non-salient and exploits known properties of the Fiedler vector to
infer the saliency.

Chapter 4 we present a novel approach to perform video segmentation which
is well suited to employ the saliency algorithms presented in the previous
chapter, in order to operate in an unsupervised fashion. Our proposed tech-
nique exploits a fully connected spatiotemporal graph built over object pro-
posals i.e. regions of an image that are likely to contain an object. The prob-
lem is formulated as a minimization of a novel energy function that com-
bines appearance with long-range point tracks to ensure robustness to chal-
lenging situations such as occlusions.

In Chapter 5 we investigate the usage of different types of manual annota-
tions such as segments and bounding-boxes and propose a convolutional
neural network (ConvNet) based, semi-supervised approach for video ob-
ject segmentation. We couple the discriminative power of deep neural net-
works with an external guidance given in the form of a human annotated
segmentation mask or a bounding box and demonstrate that highly accurate
object segmentation in videos can be enabled by using a ConvNet trained
with static images only. The novel idea of our approach is a combination
of offline and online learning strategies, where the former serves the pur-
pose of localizing the object from the previous frame estimate and the latter
allows to capture the appearance of the specific object instance.

In Chapter 6 we present an interactive approach to video segmentation that
operates in bilateral space. This method enables near real-time user inter-
action and it is suitable for post-production applications that require higher
level of accuracy. We design a new energy on the vertices of a regularly sam-
pled spatio-temporal bilateral grid, which can be solved efficiently using a
standard graph cut label assignment. Our formulation implicitly approx-
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imates long-range, spatio-temporal connections between pixels while still
containing only a small number of graph nodes and only local edges, yield-
ing a method that is both efficient and robust to several challenging situa-
tions such as occlusions, appearance changes and non-linear deformations.

In Chapter 7 we introduce a new dataset specifically designed for the task
of video object segmentation. The dataset contains professionally annotated
video sequences which have been carefully captured to cover multiple in-
stances of major challenges typically faced in video object segmentation. The
dataset is accompanied with a comprehensive evaluation of several state-of-
the-art approaches. A series of attributes such as occlusions, fast-motion,
non-linear deformation and motion-blur are associated to each video and
evaluated independently enabling a deeper understanding of the results and
pointing towards promising avenues for future research.

Chapter 8 concludes the thesis, summarizes its main contributions.

1.2 Publications

The technical contributions have led to top-tier conference publications and
a Computer Vision and Pattern Recognition (CVPR) Workshop on video ob-
ject segmentation.

e Saliency Filters: Contrast Based Filtering for Salient Region Detec-
tion, F. Perazzi, P. Krihenbiihl, Y. Pritch and A. Sorkine-Hornung, CVPR
2016, Providence, Rhode Island, USA. (Chapter 3).

e Efficient Salient Foreground Detection for Images and Video using
Fiedler Vectors, F. Perazzi, O. Sorkine-Hornung, A. Sorkine-Hornung
Eurographics Workshop on Intelligent Cinematography and Editing 2014,
Zurich, Switzerland. (Chapter 3).

e Fully Connected Object Proposals for Video Segmentation, F. Perazzi,
O. Wang, M. Gross, A. Sorkine-Hornung, ICCV 2015, Santiago, Chile.
(Chapter 4).

e Bilateral Space Video Segmentation, N. Mirki, F. Perazzi, O. Wang, A.
Sorkine-Hornung CVPR 2016, Las Vegas, USA. (Chapter 6).

e A Benchmark Dataset and Evaluation Methodology for Video Object
Segmentation, F. Perazzi, |. Pont-Tuset, B. McWilliams, L. Van Gool, M.
Gross, A. Sorkine-Hornung CVPR 2016, Las Vegas, USA. (Chapter 7).
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e Learning Video Object Segmentation From Static Images, F. Perazzi*,
A. Khoreva*, R. Benenson, B. Schiele, A. Sorkine-Hornung, CVPR 2017,
Hawaii, USA. (Chapter 5).

Although not relevant to the scope of this thesis, the following two confer-
ence paper were published during my PhD studies:

¢ Non-Polynomial Galerkin Projection on Deforming Meshes, M. Stan-
ton, Y. Sheng, M. Wicke, F. Perazzi, A. Yuen, S. Narasimhan, A. Treuille
ACM Transactions on Graphics 32(4) - SIGGRAPH 2013.

e Panoramic Video from Unstructured Camera Arrays, F. Perazzi, A.
Sorkine-Hornung, H. Zimmer, P. Kaufmann, O. Wang, S. Watson, M.
Gross Eurographics 2015, Computer Graphics Forum, Vol. 34, No. 2,
Zurich, Switzerland.

Motivated by the popularity gained by the DAVIS dataset and benchmark
proposed in Chapter 7, we organized the First DAVIS Challenge for Video
Object Segmentation. The objective is to promote and facilitate the devel-
opment of research techniques aiming to separate foreground objects from
background regions in video sequences.

e The DAVIS Challenge on Video Object Segmentation 2017, ]. Pont-
Tuset, F. Perazzi, S. Caelles, A. Sorkine-Hornung, P. Arbeldez, L. Van Gool,
CVPRW 2017, Hawaii , USA.
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Related Work

We categorize the body of literature related to this thesis based on the
amount and type of annotations required. As briefly discussed in Chapter 1,
video object segmentation approaches can be broadly classified as unsuper-
vised, semi-automatic and interactive. Based on heuristics or supported by
salient object detection mechanisms (§2.1), unsupervised video segmenta-
tion techniques (§2.2)) do not require any type of human supervision and
instead discover the foreground object in a video sequences and proceed
with the segmentation. In contrast semi-automatic approaches (§2.3) re-
quire some sort of human initialization. As discussed in details in Chapter 4
and Chapter 5 the level of supervision may vary and it can take the form
of bounding-boxes, rough segmentations like object proposals, or ground-
truth binary masks that precisely mark the object to be segmented in one or
more video frames (Figure 2.1). Finally interactive approaches (§2.4) assume
a human annotator in the cycle, such that the underlying algorithm can be
guided towards the desired segmentation. The chapter concludes in Sec-
tion 2.5 with an overview of existing dataset commonly used to benchmark
video object segmentation algorithms.

2.1 Salient Object Detection

Automatic detection of salient image regions can alleviate, the tedious task
of manually annotating video frames. Several video segmentation ap-
proaches have exploited saliency prior to initialize their segmentation in a
fully automatic fashion [Papazoglou and Ferrari, 2013; Wang et al., 2015;
Faktor and Irani, 2014]. Furthermore saliency detection is a useful tool with
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Bounding Box Object Proposal Segmentation Mask
Figure 2.1: Types of input annotations. From left to right, bounding box, object proposal
and accurate segmentation mask.

applications in intelligent camera control, surveillance, video summariza-
tion and editing.

The pre-attentive human visual system is driven by bottomup, low-level
stimuli such as color, contrast, orientation of edges, disparity and sudden
movements. Depending on the nature of their features, methods that model
bottom-up visual saliency can be categorized into biologically inspired or
computationally based approaches, Figure 2.2. Works belonging to the first
class [Itti et al., 1998; Harel et al., 2006] are generally based on the architec-
ture proposed by Koch and Ullman [1985], in which the low-level stage pro-
cesses features such as color, orientation of edges, or direction of movement.
One implementation of this model is the work by Itti et al. [1998], which use
a Difference of Gaussians approach to evaluate those features. However,
as the evaluation by Cheng et al. [2011] shows, the resulting saliency maps
are generally blurry, and often overemphasize small, purely local features,
which renders this approach less useful for applications such as segmenta-
tion, detection, etc.

In contrast, computational methods may also be inspired by biological prin-
ciples, but relate stronger to typical applications in computer vision and
graphics. For example, frequency space methods [Hou and Zhang, 2007;
Guo et al., 2008] determine saliency based on the amplitude or phase spec-
trum of the Fourier transform of an image. The resulting saliency maps bet-
ter preserve the high level structure of an image than [Itti et al., 1998], but
exhibit undesirable blurriness and tend to highlight object boundaries rather
than its entire area. For colorspace techniques one can distinguish between
approaches using local or global analysis of (color-) contrast. Local methods
estimate the saliency of a particular image region based on immediate im-
age neighborhoods, e.g., based on dissimilarities at the pixel-level [Ma and
Zhang, 2003], using multi-scale Difference of Gaussians [Itti and Baldi, 2005]
or histogram analysis [Liu et al., 2007]. While such approaches are able to
produce less blurry saliency maps, they are agnostic of global relations and
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Input Gaze Prediction Salient Object Detection

Figure 2.2: Difference between biologically inspired and computationally based saliency
techniques. While the former aims to predict eye gaze, the latter aims to
discover and uniformly highlight the most prominent object in the image.

structures, and they may also be more sensitive to high frequency content
like image edges and noise [Achanta et al., 2009].

Global methods take contrast relations over the complete image into ac-
count. For example, there are different variants of patch-based meth-
ods which estimate dissimilarity between image patches [Liu et al., 2007;
Goferman et al., 2010; Wang et al., 2011]. While these algorithms are more
consistent in terms of global image structures, they suffer from the involved
combinatorial complexity, hence they are applicable only to relatively low
resolution images, or they need to operate in spaces of reduced dimension-
ality [Duan et al., 2011], resulting in loss of small, potentially salient detail.
The works of Singh et al. [2012] and Doersch et al. [2013] aim to extract a
set of discriminative patches that occur frequently enough in images while
being different from the other set of discriminative patches. While the fi-
nal goal is not salient object detection, their output could be used a basis to
compute patch-based global contrast.

The method of Achanta et al. [2009] also works on a per-pixel basis, but
achieves globally more consistent results by computing color dissimilarities
to the mean image color. They use Gaussian blur in order to decrease the in-
fluence of noise and high frequency patterns. However, their method does
not account for any spatial relationship inside the image, and may highlight
background regions as salient. Liu et al. [2007] combines multi-scale con-
trast, local contrast based on surrounding, context, and color spatial distri-
bution to learn a Conditional Random Field (CRF) for binary saliency esti-
mation. However, the significance of features in the CRF remains unclear.
Ren et al. [2010] and Cheng et al. [2011] employ image segmentation as
part of their saliency estimation. Ren et al. [2010] the segmentation solely
to alleviate the negative influence of highly textured regions, noise and out-
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liers during their subsequent clustering. Cheng et al. [2011], achieves high-
quality results employing color dissimilarities between 3D color histogram
bins. However, due to the use of larger-scale image segments in both ap-
proaches [Ren et al., 2010; Cheng et al., 2011], contrast measures involving
spatial distribution cannot easily be formulated. Moreover, such methods
have problems handling images with cluttered and textured background.
Despite many improvements, the varying evaluation results in [Cheng et al.,
2011] indicate that the actual significance of individual features and contrast
measures in existing methods is difficult to assess. In Section 3.1 we propose
to reduce the set of contrast measures to just two, namely, color uniqueness
and distribution. These measures can be intuitively defined over abstract
image elements, while still producing pixel-accurate saliency masks.

While contrast-based methods have proven to be very effective, their ba-
sic assumptions do not always hold. Therefore, research has also focused
on additional visual cues. For example, Wei et al. [2012] note that image
boundaries are most likely to be part of the background and introduce a
measure of saliency based on the color-based geodesic distance between in-
terior image regions and boundaries. Their method produces good results
in high-recall areas, but it may suffer from non-smooth backgrounds, pro-
ducing noisy saliency maps. Motivated by the same assumption of image
boundaries being mostly non-salient, in Section 3.2 we propose an approach
that leverage spectral clustering and effectively resolves the aforementioned
issues of Wei et al. [2012] while producing more globally coherent saliency
maps.

Since the publication of our studies [Perazzi et al., 2012; Perazzi et al., 2015a]
our ideas have inspired several follow-up works. For example Cheng et
al. [2013] improved our image abstraction with a Gaussian Mixture Model
representation. Their formulation capture larger scale perceptually homoge-
neous elements, resulting in improved salient object region detection accu-
racy.

Recently, deep learning has re-defined the state-of-the-art of several visual
tasks, ranging from scene classification [He et al., 2015] and object recogni-
tion [Ren et al., 2015] to inpainting [Pathak et al., 2016] and image coloriza-
tion [Zhang et al., 2016]. Salient object detection is also taking advantage
of the recent progresses and currently, most promising techniques are based
on deep ConvNets. For instance, Li et al. [2015] extract deep features around
multi-scale image regions and train a neural network regressor to determine
their saliency score. Wang et al. [2015] train a deep neural network to learn
local patch features and employ global contrast to determine the saliency
value for each patch-centered image pixel. Similarly Zhao et al. [2015] inte-



2.2 Unsupervised Video Segmentation

Source Over Seg. Motion Seg. Object Seg.

Figure 2.3: Different sub-tasks of video segmentation. From left to right, source image,
over-segmentation of a video into supervoxels, motion segmentation, and
video object segmentation.

grate global and local context patches in a deep learning based pipeline. Li et
al. [2016], observe that methods operating on patches tend to produce blurry
saliency maps near the edges, therefore they propose a pixel-level fully con-
volutional stream paired with a segment-wise spatial pooling architecture
that better models discontinuities along boundaries.

2.2 Unsupervised Video Segmentation

Unsupervised video object segmentation approaches extend the concept of
salient object detection to videos [Papazoglou and Ferrari, 2013; Shen et al.,
2015; Zhang et al., 2013; Taylor et al., 2015; Li et al., 2013]. They do not
require any manual annotation and do not assume any prior information
on the object to be segmented. Typically they are based on the assump-
tion that object motion is dissimilar from the surroundings i.e. the motion is
salient. To this end, Wang et al. [2015] use a saliency detector to locate the
object and the geodesic between two superpixels on the image to compute
a probability of a superpixel to belong to the foreground object. Instead,
Faktor and Irani [2014] refine salient object detection using a Markov chain
that fully connects the video frames. Besides using saliency, of some meth-
ods are based on object proposals and generate several ranked segmentation
hypotheses [Lee et al., 2011; Zhang et al., 2013]. Unsupervised approaches
are well suited for parsing large scale databases, they are bound to their
underlying assumption and fail in cases it does not hold. While this thesis
specifically address the topic of video object segmentation, unsupervised ap-
proaches have historically targeted over-segmentation, [Grundmann et al.,
2010; Xu and Corso, 2012] or motion segmentation, [Brox and Malik, 2010;
Fragkiadaki et al., 2012] and therefore this different domains will be briefly
discussed in the following paragraphs. Visual output from the aforemen-
tioned sub-tasks, is shown in Figure 2.3. In Chapter 4 we employ sev-
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Related Work

eral strategies often used for unsupervised video segmentation. We for-
mulate the problem of reducing overlapping segments into a foreground-
background partition (§2.2.1) by minimizing a novel energy function which
we solve optimally by inference on a fully connected Conditional Random
Field (CRF). The fully connected graph is built over object proposals (§2.2.2).
Furthermore, following a line of works (§2.2.3) aiming to segment coherent
motion, we exploit point-tracks to increase stability of long term temporal
connections.

2.2.1 Over-segmentation

Unconstrained motion can be handled by methods based on supervoxels
[Grundmann et al., 2010; Xu and Corso, 2012; Hickson et al., 2014]. These
methods generate an oversegmentation of the video into space-time homo-
geneous, perceptually distinct regions. They are important for early stage
video preprocessing, but do not directly solve the problem of video object
segmentation as they do not provide any principled approach to flatten the
hierarchical decomposition of the video into a binary segmentation [Papa-
zoglou and Ferrari, 2013].

2.2.2 Proposals-based Segmentation

12

Recent advances in state-of-the-art image analysis [Carreira et al., 2012;
Girshick et al., 2014] have motivated the use of object proposals [Carreira
and Sminchisescu, 2012; Endres and Hoiem, 2014; Arbeldez et al., 2014;
Krahenbiihl and Koltun, 2014] in video object segmentation. [Lee et al.,
2011] discover clusters of key-segments in videos, coupling the notion of ob-
jectness and appearance similarity. Hypotheses are later ranked and the top
scoring one is automatically selected for video segmentation. Their work is
well suited to determine groups of segments with consistent appearance and
motion, but disregards spatial and temporal relations between segments.
Ma and Latecki [2012] account for these by imposing the selection of one
proposal in every frame, formulating the problem as finding a maximum
weighted clique in a locally connected graph with mutex constraints. How-
ever, the strict assumptions that the object should appear in every frame lim-
its their efficacy in real world scenarios. Similar to Ma and Latecki [2012] ,
Zhang et al. [2013] create a layered Directed Acyclic Graph (DAG) which com-
bines unary edges measuring the objectness of the object proposal and pair-
wise edges modeling affinities. A shortest path determines the video ob-
ject segmentation. Both formulate the problem on a locally connected graph
structure, requiring that objects appear in every frame.



2.3 Semi-automatic Video Segmentation

2.2.3 Motion Segmentation

Significant progress has been achieved by methods designed to track key-
points over time and, more recently, over image regions [Brendel and Todor-
ovic, 2009; Li et al., 2013; Varas and Marqués, 2014]. These methods, how-
ever, only consider two consecutive frames of video and are sensible to sud-
den motion and appearance changes (i.e. due to lighting). Related to tracking
systems, Brox et al. [2010] propose an approach to segment motion by spec-
tral clustering of long term point trajectories based on their motion affin-
ity [Brox and Malik, 2010] and a variational approach [Ochs and Brox, 2011]
to turn the resulting sparse trajectory clusters into dense regions. By defin-
ing the pairwise distance between trajectories as the maximum difference
of their motion, they assume a translational motion model. Despite this be-
ing a reasonable approximation for spatially close point trajectories, these
methods have difficulties to segment articulated bodies following non-rigid
motion.

2.3 Semi-automatic Video Segmentation

Semi-automatic video object segmentation methods propagate a sparse
manual labeling, generally given in the form of one or more annotated
frames, to the entire video sequence. While being different from each
other, they often solve an optimization problem with an energy defined
over a graph structure [Ramakanth and Babu, 2014; Badrinarayanan et al.,
2010; Vijayanarasimhan and Grauman, 2012]. To model long-range spatio-
temporal connections some approaches use higher-order potentials [Jain
and Grauman, 2014]. Semi-automatic segmentation is closely related to ob-
ject tracking. While the scope of tracking is that of inscribing the object
within a rectangular bounding box, video segmentation aims to delineate
the object boundaries as accurately as possible. Due t