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Abstract

In this thesis, we present a framework to capture and store wavefronts of
an arbitrary scene and render images based on a wave-based representation
of light. Simulating light as a wave allows for a variety of effects including
depth of field, diffraction, interference and features built-in anti-aliasing. We
propose a novel framework featuring seamless integration into conventional
rendering and display technology, enabling an elegant combination of tradi-
tional 3D object or scene representations with wave-based representations.

Two different ways of generating a wavefront from a scene are elaborated,
namely a subdivision of artificial scenes into a number of elementary waves
as well as a transformation of a light field captured under white light con-
ditions into a wavefront. The proposed framework uses a hologram as the
data representation of a wavefront and provides ways of wave propagating
through free space as well as propagation through space containing partially
planar occluders. Furthermore, images can be computed fairly easily any-
where in space using a physical model of a camera taking into account op-
tical elements, such as lenses and apertures. The required view-dependent
depth image is computed from the phase information inherently represented
in the complex-valued wavefront and allows a combination with traditional
rendering methods.
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Kurzfassung

In dieser Arbeit prasentieren wir ein System, mit welchem man eine Wellen-
front einer beliebigen Szene aufnehmen, speichern und als Bild wiedergeben
kann. Die Bildgenerierung basiert auf einer Représentation des Lichtes als
Wellen. Durch die Wellensimulation des Lichtes, konnen wir eine Vielzahl
von Effekten erzeugen. Dazu gehoren Tiefenschérfe, Beugung, Interferenz
und eine implizite Losung des Aliasing Problems. Wir prédsentieren ein
neuartiges System, welches sich nahtlos in bestehende Grafiksysteme und
Bildwiedergebungssysteme integrieren ldsst. Dabei werden traditionelle 3D
Objekt Reprédsentationen, mit wellenbasierten Reprasentationen kombiniert.

Zwei unterschiedliche Moglichkeiten zur Generierung einer Wellenfront
von einer Szene wurden ausgearbeitet. Einerseits wird eine kiinstliche
Szene in mehrere Elementarwellen aufgeteilt, welche als Uberlagerung eine
Wellenfront ergeben. Andererseits transformieren wir ein “Light Field”,
welches unter Weisslicht Konditionen aufgenommen wurde, in eine Wellen-
front. Unser System verwendet ein Hologramm als Datenreprésentation fiir
eine Wellenfront. Wir simulieren die Propagation der Wellenfront durch den
freien Raum, als auch durch einen Raum mit planaren Objekten. Durch die
Verwendung eines physikalisch motivierten Kameramodelles, welches op-
tische Elemente, wie eine Linse und Apertur beinhaltet, kdnnen wir aus der
Wellenfront Bilder erzeugen. Das notwendige Tiefenbild wird von der der
Wellenfront inhdrenten Phaseninformation erzeugt. Basierend auf diesem
Tiefenbild lassen sich anschliessend wellenbasierte als auch traditionelle
strahlenbasierte Methoden kombinieren.
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CHAPTER

Introduction

This chapter gives a brief introduction in the main goals of this thesis. It
summarizes methods and results contributed by the thesis and concludes
with a short overview over the organizational structure of this document.

1.1 Motivation

Traditionally, graphics objects or scenes have been represented through
geometry and appearance. Most often, the former is described by geo-
metric primitives including triangles, points, basis functions, and others,
while the latter is encoded in texture maps. Due to the difficulty of rep-
resenting some real-world objects, such as fur, hair, or trees, with tradi-
tional techniques, research has also focused on image based rendering using
light-fields [LH96, WAA 00, IMGO00], lumigraphs [GGSC96, BBM01], re-
flectance fields [DHT"00a, MPN ™02, Wey05], sprites, and other models. All
of these graphics representations share the property that their treatment of
light is motivated through ray optics and that rendering involves projection
and rasterization, or ray tracing.

In recent years, significant progress has been made in the field of display
technology with the goal to replace the 2D flat screen by more advanced
and immersive 3-dimensional displays. Besides various autostereoscopic
displays [Oko76, A.B01], there has been an increased interest in holographic
displays [SCS05] which reconstruct the 3D object or scene wavefront directly
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from the underlying holographic representation. In spite of some current
limitations, such as computational costs and sampling rates, the rapid de-
velopment of compute power and data storage makes holographic repre-
sentation, image generation, and display, a technology of greatest potential
for the future of computer graphics, and interactive visual simulation.

We propose a novel framework for graphics representation, processing, and
display which is entirely based on digital holography and wave optics, while
leaving the possibility of combining it with traditional rasterized rendering.
Holograms are elegant structures capturing the phase and amplitude of an
object or scene wavefront as seen from all possible views through a window
of given aperture. Based on wave optics, holography is mathematically con-
siderably more demanding than geometric optics. The need for monochro-
matic, coherent illumination during acquisition and speckle patterns dur-
ing display additionally seem to argue against considering holograms in the
context of computer graphics rendering. On the other hand, holograms rep-
resent visual scene appearance in the most elegant way, containing any pos-
sible view from a continuous viewport region without aliasing.

A central feature of the proposed framework is its seamless integration
into conventional, framebuffer-oriented 2D display technology as well as its
compliance with future 3D holographic displays. The core component of our
novel representation is a digital hologram which can be recorded both from
real-world objects and from conventional, triangle or point-based graphics
objects. Real-world data can be captured under white light conditions due
to the introduction of a novel bidirectional light field - hologram transform,
alleviating many illumination constraints of the recording step.

In order to reconstruct 2D images at a given camera position, the origi-
nal wavefront has to be reconstructed from the hologram and propagated
through space. To this end, we utilize fast, discrete approximation methods
based on Fourier theory and angular spectrum, which have been described
in a continuous form in [DH98] and in a refined way in [Mat05b]. We specif-
ically study required resampling steps for this discrete angular spectrum
propagation. A set of occluders, such as opaque planes, semitransparent
planes or diffrative optical elements, interfering with free space propagation,
can be modeled by a complex-valued attenuation function combined with a
complex valued emissive wavefield. This provides the possibility of mod-
eling fairly complex scenes, which can be rendered entirely wave-based. In
addition, we will show that this wave-based approach allows for an elegant
modeling of the camera optics. The introduction of a physically based cam-
era model including a thin lens, allow optical effects, such as depth of field,
varying focal length, chromatic abberation or diffraction, which would not
easily be possible using a theoretical camera model as it is used in traditional
rasterization systems.
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1.2 Principal Contributions

The goal of this thesis consists of the creation of a wave-based image gen-
eration framework, which is based on a holographic data structure, provid-
ing possibilities to record, store, reconstruct and render entire wave-based
scenes as well as combine wave-based and ray-based representations in the
same scene. The contributions to this framework can be divided into four
areas:

Recording and rendering of holograms The currently most flexible way of
capturing a complex-valued wavefront, is the hologram. It allows to phys-
ically record and reconstruct a wavefront from a scene. We introduce the
hologram as a data representation in a novel holographic graphics pipeline.
This pipeline is the first one allowing the rendering of holographic represen-
tations as well as traditional geometric objects in the same scene. A novel
depth reconstruction for the data stored on the hologram, allows for a com-
position of different scene objects using the depth buffer. This heterogeneous
rendering of wave-based and ray-based representations can, therefore, be
handled partially on the graphics card leading to a better performance.

Lighting and occlusion for wave-based objects Previous work handles oc-
clusions for wave-based evaluation in a ray-based manner. Often, the bend-
ing of light is ignored or handled separately. We introduce a novel complex-
valued wave-based occlusion simulating opaque, semi-transparent, and re-
fractive objects based on scalar diffraction theory. This representation is use-
ful not only for scene evaluation on a hologram, but also for holographic
rendering, where different aperture dependent glare effects can easily be
rendered. Furthermore, we show ways to evaluate the lighting for wave-
based objects as well as the real-time lighting of a hologram rendering.

White light recording The hologram requires a static interference pattern
to encode the wavefront reflected or emitted by the scene. A static interfer-
ence pattern can be generated using monochromatic light. This requirement
strongly restricts the acquisition setting for new scenes. Therefore, we intro-
duce a novel bidirectional light field to hologram transform, which allows to
indirectly capture holograms under white light conditions. As a part of this
transformation, we present a novel and robust depth field reconstruction
from the given light field. The introduction of a frequency minimization
criteria leads to more robust depth reconstruction even for highly specular
objects.

Spatially adaptive illumination Holograms can be captured under white
light conditions, by capturing a light field and transforming it into a holo-
gram. The light field can be captured in a single shot with a set of cam-
eras or a modified camera featuring a lenslet array or mask in front of the
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CCD. Low light conditions prevent a single shot hand held light field cap-
ture, without flash. An external photographic flash suffers from an uneven
illumination of the scene, due to the quadratic light falloff. In this thesis,
we present a spatially adaptive photographic flash, which compensates the
low flash light for distant regions. A real-time depth acquisition is imple-
mented by a time-of-flight camera. To reduce the noise in the depth values,
we present a novel joint adaptive trilateral filter. Furthermore, we introduce
a flash-tone-mapping, which enhances contrast in dark image regions, with-
out overexposing highly reflective parts of the scene.

1.3 Thesis Outline

The thesis is organized in two main parts. The first part deals with the holo-
graphic graphics pipeline and wave-based rendering. The second part fo-
cuses on the acquisition of holograms under white light conditions, which
can then be rendered using a method presented in the first part.

In Chapter 2, we give an overview of related work. Holography has been
used and studied in many different ways, such that we are focussing the
related work on computer generated holograms and digital holograms.

Throughout this thesis, light is being represented as rays and waves. There
are different ways of representing the light as waves. We are using the scalar
diffraction theory. This representation models the light accurately enough
in order to simulate the recording and reconstruction of holograms. For rea-
sons of completeness, a brief introduction into wave-based representation
and propagation of light is given in Chapter 3.

In Chapter 4, we introduce the holographic rendering pipeline, which forms
the core of this thesis. The holographic rendering pipeline consists of a holo-
gram recording, a hologram reconstruction and a rendering step. The holo-
gram is used as a data representation for wave-based objects. The pipeline
is, however, not restricted to objects represented by a hologram, but also
allows conventional object representations, such as triangular meshes or
point-based objects. These conventional objects are evaluated based on ray-
based optics and combined with wave-based rendered objects.

In Chapter 5, we present novel ways to evaluate wave-based objects featur-
ing occlusion and lighting. We mainly differ between three types of evalu-
ations, namely computer generated holography, wave-based rendering and
hologram rendering. The computer generated holography (CGH) evaluates
the light waves from an artificial object on the entire hologram. Since a holo-
gram can be observed from various directions, the lighting and occlusion has
to consider the variation for all the possible paraxial views. The wave-based
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rendering evaluates a scene given by artificial objects directly for one spe-
cific camera view. This allows for approximations of the evaluation without
showing visible artifacts. The hologram rendering evaluates a scene, which
is represented by a hologram. The lighting for such a scene can be adjusted
in real-time using graphics hardware.

In Chapter 6, we describe a bidirectional light field to hologram transform.
The light field and the hologram capture the amount of light, which prop-
agates through a plane in space. The light field captures all the rays prop-
agating through such a plane, while the hologram captures all the waves
propagated through it. By the introduction of a bidirectional light field to
hologram transform, we can switch from one representation to the other in
order to profit from their respective advantages. To be able to capture a scene
in a single shot under white light conditions, is one of the most dominant
advantages of the light field, since it indirectly allows to capture a hologram
under white light conditions. Thus, additionally to the CGH, which gives
the possibility to record artificial objects on a hologram, we can also capture
real scenes onto a hologram.

A light field and, due to the transform, also a hologram can be captured in
a single shot, like a conventional photograph. To accommodate dark scenes,
most digital cameras include electronic flash - either integrated with the
camera or in a detachable unit. The same flash could be used to capture
a light field of a scene under low light conditions. More expensive units
offer control over brightness, duration, and angular spread. Regardless of
how these parameters are chosen, flash illumination always falls off sharply
with distance from the camera, making most flash pictures look unnatural.
In Chapter 7, we describe a spatially adaptive photographic flash, which al-
lows to compensate for the falloff on a per pixel basis. Although, we tested
our prototype for conventional photography, it could also be used for the
illumination of the scene of light field acquisition.

Finally, Chapter 8 concludes this thesis with a discussion of the entire
pipeline and the results, and provides an outlook to possible future work.

1.4 Publications

In the context of this thesis, the following publications have been accepted.

R. ZIEGLER, S. CROCI, M. GRroOss. Lighting and Occlusion in a Wave-Based
Framework. In Computer Graphics Forum (Proceedings of Eurographics 2008),
Hersonissos (Crete), Greece, April 2008.

This paper presents novel methods to enhance Computer Generated Holog-
raphy (CGH) by introducing a complex-valued wave-based occlusion han-
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dling method. This offers a very intuitive and efficient interface to intro-
duce optical elements featuring physically-based light interaction exhibiting
depth-of-field, diffraction, and glare effects.

R. ZIEGLER, S. BUCHELI, L. AHRENBERG, M. MAGNOR, M. GROsS. A Bidi-
rectional Light Field - Hologram Transform. In Computer Graphics Forum
(Proceedings of Eurographics 2007), Prag, Czech Republic, September 2007.

In this work, we propose a novel framework to represent visual information.
Extending the notion of conventional image-based rendering, our frame-
work makes joint use of both light fields and holograms as complementary
representations. We demonstrate how light fields can be transformed into
holograms, and vice versa. This paper received the Best Paper Award and the
Best Student Paper Award.

R. ZIEGLER, P. KAUFMANN, M. GROsS. A Framework for Holographic Scene
Representation and Image Synthesis. In IEEE Transactions on Visualization
and Computer Graphics, pages 403-415, March 2007.

This paper presents a novel holographic graphics pipeline consisting of sev-
eral stages including the digital recording of a full-parallax hologram, the
reconstruction and propagation of its wavefront, and rendering of the final
image onto conventional, framebuffer-based displays.

R. ZIEGLER, P. KAUFMANN, M. GROSS. A Framework for Holographic Scene
Representation and Image Synthesis. In SIGGRAPH "06: Material presented
at the ACM SIGGRAPH 2006 conference, page 108, August 2006.

This publication sketches the holographic graphics pipeline.

R. ZIEGLER, P. KAUFMANN, M. GROsS. A Framework for Holographic Scene
Representation and Image Synthesis. In Technical Report#522, Computer Sci-
ence Department ETH Zurich, Switzerland, March 2006.

This publication presents a novel holographic graphics pipeline consisting
of several stages including the digital recording of a full-parallax hologram,
the reconstruction and propagation of its wavefront, and rendering of the
tinal image onto conventional, framebuffer-based displays.

Additional publication written during this time period, but not directly re-
lated to this thesis.

S.-M. RHEE, R. ZIEGLER, J. PARK, M. NAEF, M. GROSS, M.-H. KiM. Low-Cost
Telepresence for Collaborative Virtual Environments. In IEEE Transactions on
Visualization and Computer Graphics, pages 156-166, January—February 2007.
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This work presents a novel low-cost method for visual communication
and telepresence in a CAVE™-like environment, relying on 2D stereo-based
video avatars. The system combines a selection of proven efficient al-
gorithms and approximations in a unique way, resulting in a convincing
stereoscopic real-time representation of a remote user acquired in a spatially
immersive display.

D. COTTING, R. ZIEGLER, M. GROsS, H. FUCHS. Adaptive Instant Displays:
Continuously Calibrated Projections Using Per-Pixel Light Control. In Pro-
ceedings of Eurographics 2005, pages 705-714, September 2005.

This paper presents a framework for achieving user-defined on-demand dis-
plays in setups containing bricks of movable cameras and DLP-projectors.
A dynamic calibration procedure is introduced, which handles cameras and
projectors in a unified way and allows continuous flexible setup changes,
while seamless projection alignment and blending is performed simultane-
ously.
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Related Work

A lot of work has been done in holography since Dennis Gabor invented
"wavefront reconstruction” in 1948 [Gab48], which today is known as holog-
raphy. Since then, holography has found an application in many different
fields. Some applications include but are not limited to: holographic inter-
ferometry (i.e. measuring stress or subtle distance changes), optical devices
(i.e. diffraction gratings or holographic lenses), security (i.e. CD-labeling,
packaging or credit cards), holographic art (i.e. advertising or holographic
museum), microscopy, storage or holographic displays.

Recently, the progress in computer technology provided the possibility to
propagate light waves in space efficiently. This allows to combine hologra-
phy and computer technology. The interference pattern usually captured by
the holographic film, can be evaluated through computer generated holog-
raphy (CGH) [MT00, KDS01, RBD*99]. In CGH the scene is subsampled
into different primitives such as points, lines, triangles or planes, who’s
wavefront is evaluated at the hologram. The computing power and the im-
provement of the resolution of LCD’s and other spatial light modulators,
allows to visualize the hologram on a digital holographic screen in real-
time [LG95, Luc97]. Furthermore, the quickly improving resolution of dig-
ital cameras provides the possibility to digitally capture a hologram using
a CCD-camera [S]J02]. This is known as digital holography. The maximum
sampling of the interference pattern, and therefore the maximal frequency,
is determined by the CCD’s pixel pitch. The limitation of the maximal fre-
quency of the interference pattern has a direct influence on the maximal field



Related Work

of view. It is limited to about 4° degrees with current commercial CCD-
cameras. Digital holograms can be reconstructed numerically [Lie04] allow-
ing to measure certain properties of the objects very precisely.

The techniques described above involve either a physical hologram for dis-
play, or a real laser light for recording. In this thesis we generate only virtual
holograms, from which different viewpoints are being rendered using our
novel pipeline. The chosen representation of the virtual hologram could,
however, directly be used as an input for a physical holographic display.

The following sections discuss related work concerning the holography
pipeline, wave-based rendering, light field - hologram transform and pixel-
wise illumination control during recording.

2.1 Holography Pipeline

Although limited to horizontal parallax only holograms, Pappu et al. in
[PSUT97] as well as Janda et al. [JHS06] presented a hologram rendering
pipeline focused on hologram recording and image generation at the holo-
graphic plane. More recently, computer graphics hardware has been used
to improve the evaluation time of the interference pattern for full-parallax
holograms [ABMWO06, IMV07, MIV07]. These pipelines focused on the eval-
uation of the hologram, and did not present ways of rendering the virtual
hologram from multiple viewpoints in combination with conventional com-
puter graphics objects.

2.1.1 Wave Propagation

10

Goodman [Goo68] gives a good introduction to fast paraxial light wave
propagation of planar wavefronts based on the Fourier spectrum. Moravec
presented some early work for the simulation of paraxial wave propaga-
tion for non-tilted planes in [Mor81]. Restrictions concerning tilted planes
are lifted in [TB92, TB93, MSWO03] while still applying paraxial propagation
of waves. Delen and Hooker [DH98] extend Tommasi’s system such that
propagation to parallel planes becomes feasible while having the precision
of Rayleigh-Sommerfeld. Fourier analysis has also successfully been applied
to light transport based on ray optics by Durand et al. [DHS'05] where the
influence of shading, occlusion and transport on the frequency content of ra-
diance is studied. We compare two approaches for wave propagation. One
is based on the fourier shift theorem, while the other is based on a propa-
gation method presented in [SJ05]. The method presented by Schnars et al.
[SJ05] consist of a convolution of the wavefield with a propagation function
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2(+). We use the latter since the required padding before the Fourier Trans-
form does not depend on the propagation distance as it does for the first
method.

2.1.2 Hologram Recording

Fourier spectrum propagation has recently been applied by Matsushima
[Mat05b, Mat05a] for digital hologram recording of textured objects. Sim-
ilarly to the method presented in [TL93], the 3-D Fourier spectrum has
been used for fast 2D slice projection for computer generated holography in
[YMTO04]. Further efficient propagation of objects consisting of points, lines
or triangles were presented in [MT00, KDS01, RBD199, ABMWO06, IMV(07,
MIV07] showing a clear quality loss in the hardware based approaches. Lu-
cente et al. [LG95, Luc97] and Halle and Kropp [HK97] take advantage of
graphics hardware to render higher quality holographic stereograms to a
holographic screen achieving interactive rates while loosening the constraint
of full-parallax. An excellent overview of holographic screens is given in
[SCS05]. Our novel pipeline subdivides the given objects in point samples
or partially planar patches. A fast propagation method for spherical waves
has been implemented in hardware similar to [ABMWO06]. Furthermore, the
propagation method for planar patches presented in [SJ05] has been sped up
by evaluating the Fourier transform in hardware using the CUDAFFT™.,

2.1.3 Image Reconstruction

Digital reconstructions of captured holograms allow mathematical filtering
[CMDO00, KJ97] improving the final image quality. Filtered holograms can
adopt negative or complex values and therefore not be usable for holo-
graphic screens anymore. Still, the digital reconstruction of the filtered holo-
gram can be achieved as shown in [SJ02]. However, Schnars and Jiiptner
did not simulate a camera model with a lens showing limited depth of field.
Recent interest in realistic camera models with limited depth of field has
been shown in computer graphics in [IMG00, VWJL04, LCV*04]. Ng [Ng05]
even built a prototype of a hand-held plenoptic camera capturing a 4D light
tield of which a refocused 2D image can be calculated. Although, previous
work for hologram reconstruction and rendering exists, and various mod-
els for ray-based camera renderings have been presented, our work is the
tirst one to render images from a scene consisting of objects represented by
holograms and conventional graphics representations. The images can be
generated from arbitrary viewpoints using a wave-based camera.

11
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2.2 Lighting and Occlusion

CGH moves towards a more realistic hologram creation by simulating
scenes including complex geometry, texture, lighting and occlusion. The
requirement of having to evaluate the lighting as well as the occlusion of the
entire scene for every pixel of the hologram, still forms a major bottleneck
for CGH.

2.2.1 Occlusion

Occlusion is typically either not handled at all, or the light is treated as rays
in order to precompute the occlusion in the scene, such as in [JHS06]. Diffrac-
tion due to sharp occlusion boundaries is not simulated by the ray-based
approach. Furthermore, a visibility query has to be computed for every new
viewing position in order to best approximate the occlusion by ray-based
light simulation. Moravec presented a wave-based occlusion approach for
paraxial propagation through parallel planes [Mor81], while still using a hy-
brid wave/ray-based method for image creation. In 1990, Hilaire [HBL"90]
mentions an occlusion handling of point sources by polygonal planes lay-
ing closer to the viewer. Matsushima [Mat05a] introduces a binary occluder
for tilted planes in order to correctly treat scenes built from opaque planes.
We extend the binary occluder to a novel complex-valued occluder, allowing
the simulation of semi-transparent or refractive objects. Additionally, we can
generate glare effects simply by applying a semi-transparent occluder at the
aperture during wave-based image creation. Nakamae et al. [NKON90] as
well as Kakimoto et al. in [KMN"04] presented a way of simulating glare ef-
fects. In [KMN™04] the glare effects are, however, only generated for bright
points of the scene, which are composited with the rendered scene using
billboards.

For objects with high geometric detail, subdivision into planes makes the
wave-based occlusion computation very complex. Therefore, we propose
to use point-sampled objects represented by surfels as in [PZvBG00] and
in order to derive a better visibility evaluation. The scene is rendered by
placing point sources at every visible surfel.

2.2.2 Lighting

12

In 1995, Lucente and Galyean introduced the holographic stereograms
[LGI5], where the lighting for different views is taken from the rendered par-
allax views. Matsushima precomputed the shading of the scene [Mat05b] by
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using a fixed viewpoint in the middle of the hologram, and adjusted the am-
plitudes of the primitives accordingly. More recently, Hanak et al. [IMV07]
proposed an angular sampling of the scene using the GPU, where a local
lighting model is evaluated per hologram pixel. Since we evaluate the scene
using wave-based occlusion handling, the lighting model has to be evalu-
ated for every scene point and not every angular sample. This being rather
time consuming, we evaluate the lighting for a subset of the hologram pixels
and interpolate for values in between. This approach could not be applied
[IMVO07], since the correspondences between angular samples of different
viewpoints are not given.

In our proposed lighting method for hologram renderings, we make the as-
sumptions that the BRDF can be freely chosen and the holographic rendering
shows an ambient color. Although these are strong assumptions, they could
be alleviated in future work by estimating the BRDF from different parallax
views and geometry such as in [SWI97, YDMH99, LGK 01, MGWO01]. To the
best of our knowledge, there has not been any previous work about lighting
of hologram renderings.

2.2.3 Speckle Reduction

Speckle patterns are formed when fairly coherent light is either reflected
from a rough surface, or propagated through medium with a random re-
fractive index distribution. A thorough analysis of speckle pattern statis-
tics is given in [DEF'75] and more recently in [Goo06]. Reducing speck-
les by filtering a high resolution image has been proposed by [KL04] and
[Goo68]. Different kind of filters such as local statistic filters [Lee81], sigma
filters [Lee83], homomorphic filters [FP95], adaptive linear smoothing filters
[FS81], filters based on wavelets [Lan99], morphology-based filters [Sch95]
can be applied to reduce artifacts. Other methods control the phase ran-
domization of the wave sources limiting the frequency band, while trying
to achieve a smooth spectrum. One method is called the Iterative Fourier
Transform Algorithm (IFTA) and has been subject of [WB88, WB89, WB91,
BWB91, CS5YS02, CSS03]. [WB88] discusses some problems inherent to the
IFTA, namely the so-called stagnation problem and the choice of an ade-
quate initial phase distribution. In [CSYS02] a version of the IFTA similar to
the one in [WB88] is presented together with an effective technique for the
generation of the initial phase distribution, called Binary Phase Difference
Diffuser (BPDD). The generation of the initial phase distribution is the topic
of [CSS03] where a new technique is presented and compared to BPDD.

Although the BPDD reduces the amount of speckles for a given setup, the
minimization directly depends on the propagation distance of the wave-
field. This distance is dependent of the camera distance to the hologram,

13
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which can vary depending on the chosen viewpoint. Therefore, we used ei-
ther a phase randomization approach, a filtering approach or a combination
thereof, to reduce the speckle artifacts.

2.3 Light Field - Hologram Transform

The light field and the hologram are related, as such as they are capturing
all the light passing through a plane in space. The light field is capturing
all the rays passing through the plane, ignoring any depth information. The
hologram captures the propagated, complex-valued wavefront through the
plane, while encoding the depth in the phase term. To fully understand
the related work it is important to note, that the light field is also known as
integral photography.

2.3.1 Light Field

In a paper in 1936 [Ger36], Gershun introduced the concept of light fields
for the first time. He described it as the amount of light traveling in ev-
ery direction through every point in space using light vectors. In 1996
Levoy and Hanrahan in [LH96] and Gortler et al. in [GGSC96] presented
two similar practical ways of capturing and representing scenes for com-
puter graphics independently, based on Gershun’s theory. Many publica-
tions have drawn their work upon the light field as well as the lumigraph
representation. Various publications focussing on sampling requirements
[CCSTO00], rendering and filtering [IMG00, SYGMO3], reducing ghosting ar-
tifacts and aliasing, as well as numerous capturing setups consisting of a
camera array [WJVT05, YEBMO02] or one shot capturing devices such as in
[Ng05, LNAT06] keep exploiting the big potential of this field in various
ways. A good overview of recent work in this field is presented in [Lev06].

2.3.2 Hologram from Images
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Holograms can be computer generated from synthetic data and rendered
either on a conventional display as in [ZKG07a] or rendered onto holo-
graphic displays as presented in [LG95, Mat05b]. A real scene can be cap-
tured on a holographic film or digitally captured by a CCD camera only
if illuminated by monochromatic laser light. This is a severe restriction,
since for many scenes the light cannot be controlled in such a meticulous
way. DeBitetto presented a two-step model to record holographic stere-
ograms under white light illumination in [DeB69]. A method involving the
acquisition of objects from different points of view was suggested by Yatagi
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[Yat76]. Halle studied the characterization of sampling-related image arti-
facts and presented different ways of reducing or eliminating aliasing ar-
tifacts of holographic stereograms in [Hal94]. The artifacts originate from
using a plane as the depth approximation of the scene. More recently, the
recording of holograms based on integral photography has found a wide in-
terest [AR03, MOO06, SRS07, KSR07, SR08]. Since these methods do not re-
construct the scene’s geometry, they can suffer from ghosting artifacts as de-
scribed in [Hal94], if the sampling of the views from the integral photograph
is not high enough. Lee et al. present two methods [LHKK65, LKLKO06],
which are based on a depth reconstruction from multiple images. They re-
duce ghosting artifacts due to a more accurate depth approximation, with
the cost of increasing evaluation time. However, their depth reconstruction
is based on a simple stereo algorithm, which can fail for non trivial cases.
We present a novel and robust depth reconstruction for light fields, which
allows the generation of high quality holograms.

2.3.3 Depth Reconstruction

Numerous publications deal with the problem of depth reconstruction from
multi-view input. Many algorithms are based on the Epipolar-Plane Image
(EPI) representation or on the related Epipolar Volumes, which were first in-
troduced by Bolles et al. in [BBH87]. Although most of the work assumes
Lambertian surfaces, various approaches remove specular effects such as
[CKST05, BN95, LLL*02] while few publications [DYW05, STM06] recon-
struct surfaces with almost arbitrary BRDF. However, these methods require
additional information about the reflection properties, assume light trans-
port constancy requiring multiple acquisitions under different illumination,
or are not using the full redundancy of a camera array used to capture a light
field.

2.4 lllumination Control

Holograms can be captured under white light conditions, by capturing a
light field and transforming it into a hologram. Since the light field can be
captured in a single shot using a camera, the acquisition of holograms faces
similar problems as conventional photography. One of these problems, is
the illumination of the scene. Graphics and vision researchers have long rec-
ognized the importance of controlling illumination in computational pho-
tography methods. We can classify these methods according to the kind of
illumination they employ:

Single Spatially Invariant Flash Petschnigg et al. [PSA104] and Eisemann

15



Related Work

16

et al. [ED04] take two images - one with flash and one without, then use the
low noise of the flash image to reduce noise in the noflash image. For this
purpose they employ a joint bilateral filter (a.k.a. cross-bilateral filter). How-
ever, using a spatially invariant flash on a scene with a large depth extent
can lead to underexposed regions in the flash image. These dark regions are
noisy, thereby diminishing the quality of the detail that can be transferred to
the corresponding regions of the noflash image. Using our novel spatially
varying flash, we can ameliorate this problem.

Single Spatially Invariant Flash using Multiple Shots Several problems
of flash images, such as strong highlights due to reflection of the flash by
glossy surfaces, saturation of nearby objects, and poor illumination of dis-
tant objects are addressed by Agarwal et. al [ARNLO5]. They capture a
flash-noflash image pair, estimate depth as the ratio of the flash and noflash
images, then inversely scale the gradients of each pixel in the flash image by
this depth. The final image is computed by integrating this gradient field.
However, separately scaling the intensities of individual pixels does not ac-
count for possible interreflections among features in the scene. By contrast,
our spatially adaptive flash applies different illumination along each ray.
This produces a physically valid scene, and it requires capturing only one
image rather than a pair of images.

Programmable Illumination Using a projector-like light source is a pow-
erful alternative to spatially invariant flash illumination. Nayar et. al
[NKGRO06] show how a programmable flash can be used to separate an im-
age into direct and indirect reflections. However, they cannot compute how
these reflections would change if only a part of the scene were lit - a neces-
sary capability if one wishes to reduce illumination on nearby objects. Mo-
han et al. [MBW™07] presents an inexpensive method for acquiring high-
quality photographic lighting of desktop-sized static objects such as mu-
seum artifacts. They take multiple pictures of the scene, while a moving-
head spotlight is scanning the inside of a foam-box enclosing the scene.
This requires a controlled environment, which is typically not possible for
candid shots. Other systems for programmatically controlled illumination
include time-multiplexed lighting [Bel07] and Paul Debevec’s Light Stages
[DHT*00b]. However, these methods are not suitable for candid photogra-
phy.

Dynamic Range Many methods have been proposed for improving the dy-
namic range of an imaging system. These systems typically compromise
either temporal or spatial resolution, or they employ multiple detectors. Na-
yar et. al [NBO3] provides a good summary of previous work. They also
present a way to enlarge the dynamic range of a system by adding a spatial
light modulator (LCD) or DMD [NBB06] to the optical path. This enables
them to extend the dynamic range of the sensor by varying the exposure on
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a per-pixel basis. Our work is complementary to this method. It permits us
to attenuate light that is too bright, while also providing a way to add light
to regions that would otherwise be too dark.

2.5 Holography and Wave-Based Image Generation

Despite some earlier work on holographic representations in graph-
ics [LGY95, Luc97, HK97] and computer generated holography (CGH)
[SJ05, SCS05] this thesis for the first time presents a full framework for
a holography-inspired graphics pipeline, which allows to generate, pro-
cess and render holograms from synthetic and real 3D objects. Rendering
holograms from synthesized objects allows using small holograms, since
the wavelength can be chosen outside of the visible spectrum. Our main
contributions stated above are both fundamental and practical. They in-
clude a summary of the relevant theory as well as a variety of algorithms
and methods for the digital recording, wave propagation and 2D rendering
of holograms, while elaborating the inherently aliasing free image genera-
tion by wave-based rendering. Some rendering and compositing examples
demonstrate the versatility and quality of the presented methods.
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CHAPTER

Fundamentals of Holography

This chapter gives a brief history of light studies, presents different light
models and provides an introduction to scalar diffraction theory.

3.1 History

Light has always been an important source of life and has been studied
from very early on already. Around 500 BC, Pythagoras thought of light
as “particles”, which were emitted from the objects themselves and travel
in straight lines. Roughly a century later, Plato supposed, that vision was
produced by rays of light, which originate in the eye and hit the object when
being viewed. Aristotle was the first to conclude that light travels in “some-
thing like waves”, while trying to compare light and sound. Since then,
many philosophers and scientists such as Hero of Alexandria, Alhazen Ibn
al Haitam, Roger Bacon, Leonardo da Vinci, Galileo Galilei, and many more,
have devoted parts of their life to study reflection, refraction, image creation
and invented the camera obscura.

According to [Goo68], the first accurate report of an experiment showing
the phenomena of diffraction, was written by Grimaldi and published after
his death in 1665. The corposcular theory was the accepted way of model-
ing the propagation of light at that time. A big step was made by Christian
Huygens in 1678, where he stated the following principle: every point that is
hit by a wave is the origin of a spherical elementary wave. Further development
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concerning wave theory stagnated during the 18" century, due to the great
influence of Isaac Newton, who favored the corposcular theory. However,
in 1804 Thomas Young introduced the concept of interference and strength-
ened the wave theory of light. Augustin Jean Fresnel found a mathematical
formulation of the findings of Huygens and Young in 1818. Various peo-
ple, such as Gustav Kirchhoff, Rayleigh Sommerfeld, and William Lawrence
Bragg have worked on the mathematical formulation of diffraction theory. It
was not until 1948, that holography was invented by Dennis Gabor [Gab48],
who called it “wavefront reconstruction” at that time. Relying on monochro-
matic light, further development of holography was almost non existent un-
til the invention and improvement of laser technology. Emmet Leith and
Juris Upatnieks presented a way of off-axis holograms in 1963, opening up
many possibilities for practical holography. A further major breakthrough
was realized by Stephen A. Benton in 1968. He presented a white-light trans-
mission hologram, which could be mass-produced using an embossing tech-
nique.

3.2 Light Model

20

Most applications in computer graphics apply a ray-based representation of
light (cf. Fig. 3.1). Objects are being modeled as triangles, points, splats,
voxels, and implicit surfaces, which are projected based on ray-based optics
onto the image plane. Modeling light with a simple ray-based representa-
tion, allows to simulate many effects of reflection and refraction.

Another, more complex representation, is to model the light based on the
scalar wave theory. It models light as a wave with a scalar amplitude and
phase, which are depending on space and time. Although this model is more
complicated to evaluate, it allows to simulate diffraction and interference,
which are required when simulating holograms. However, the scalar wave
theory allows only to simulate the propagation of light through a linear,
isotropic, homogeneous, nondispersive and nonmagnetic dielectric medium
Sect. 3.3.

A more complete description of light is given by the electromagnetic field,
which was introduced by Maxwell in 1860. His mathematical description
of the electromagnetic field is known as the Maxwell’s equations. They de-
scribe the light as vectorial electromagnetic waves, which allow to simulate ef-
fects of polarization, an effect, which cannot be simulated with the scalar
wave theory.

The currently most accurate description of light is the one of quantum optics.
The light is modeled by a stream of photons and hence inherently quantized.
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Figure 3.1: Different physical representations of light. (The Bunny dataset is courtesy of
Stanford University, Stanford 3D Scanning Repository .)

This very complex representation of light is not required to simulate holog-
raphy, but it is setting physical limitations of the setup used for hologram
recording. For instance, it determines that the coherence length of the laser
used for recording, has to be at least as big as to contain the object and the
holographic plate.

Throughout the thesis, we are using the scalar wave theory to evaluate the
propagation of waves Sect. 3.3. We also refer to it as wave-based simulation, or
wave-space simulation. The visibility of objects in the scene are either evalu-
ated using wave-based, or ray-based approaches. Finally, the illumination is
evaluated using an optimized ray-based approach in order to speed up the
required computing time.

3.3 Scalar Wave Representation

The Maxwell equations describe the relationship between the electric field
E = (Ey Ey, E;) and the magnetic field H = (Hy, Hy, H;). The scalar wave
representation used in this thesis, can be interpreted as a special case of the
Maxwell equations, if the propagation of the wave has to be simulated in
a linear, isotropic, homogeneous, nondispersive and nonmagnetic medium.
Important definitions:

Linear Medium A medium is linear if the response to several stimuli acting
simultaneously is identical to the sum of the responses that each component
stimulus would produce individually.

Isotropic Medium A medium is isotropic if its properties are independent
of the direction of polarization of the wave.
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Homogeneous Medium A medium is homogeneous if the permittivity is
constant throughout the region of propagation.

Nondispersive Medium A medium is nondispersive if the permittivity is
independent of the wavelength over the wavelength region occupied by the
propagating wave.

Nonmagnetic Medium A medium is nonmagnetic if the magnetic perme-
ability is always equal to yo, the vacuum permeability.

By imposing these constraints on the scene, we can simplify the Maxwell
equations, and summarize the behavior of all components of E and H
through a single scalar wave equation:

n? 0%u(P,t)

u(P,t) represents any of the scalar field components Ey, Ey,E;,Hy, Hy,0rH,;
dependent on the position P and time ¢. The refractive index of the medium
is defined by 7, while c is the velocity of propagation of light in vacuum.

If boundary conditions are imposed, a coupling between E and H is intro-
duced, leading to some error even in a homogeneous medium. Fortunately,
this error is only non-negligible in the vicinity of the aperture, but can be
neglected completely many wavelength away from the aperture. This is the
case when simulating holograms in our pipeline.

Based on the scalar wave theory, we describe the evaluation of spherical
waves and plane waves at arbitrary points in space in Sect. 3.3.2, and elabo-
rate the efficient propagation of a wavefront given on a surface S to an arbi-
trary point P’ or to an arbitrarily placed surface S 4 in the remainder of this
section. This allows to simulate all the objects, given as an input to the holo-
graphic pipeline, as a set of spherical waves (i.e. point sampled objects) or
partially planar surfaces (i.e. triangular meshes or apertures). Issues arising
when evaluating the continuous equations in discrete space are discussed in
Sect. 3.3.6.

3.3.1 Coherence
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The best quality holograms are created using a coherent laser as an illumi-
nation source. There is a coherence in time and a coherence in space. We
refer to a wave to be coherent in time if the phase difference between two ar-
bitrary points along a ray path is independent of time. This is the case with
a continuous, monochromatic wave radiated by a point source. We refer to
a coherence in space, if the phase difference between two arbitrary points
perpendicular to the ray path is independent of time. The envelope of the
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interference and therefore the quality of the hologram is dependent on the
degree of coherence.

3.3.2 Elementary Waves

Without further specifications, we will present the wave equations for the
case of purely monochromatic waves. A general time harmonic scalar wave
u(P,t) at position P and time f can be represented as

u(P,t) =U(P)cos(wt) (3.2)
= R{U(P)e ¥t} (3.3)

with w = 27v being the angular frequency while v describes the frequency
or oscillation of the wave. The complex function U(P), with the real-valued
amplitude A(P), and phase ¢(P) at position P is defined as

Uu(p) = A(P)el?(?) . (3.4)
The time-dependent term e~ 1! of Eq.(3.3) can be neglected, since the simu-
lated light of our pipeline is of monochromatic nature. Therefore, the com-
plex function U(P) (sometimes called phasor) is sufficient to adequately de-
scribe u(P,t) and is used as the wave representation in this thesis.

2 D b>\§
) \

Spherical wave Plane wave

Figure 3.2: a) Complex-valued amplitude of the evaluation of a spherical wave on a
plane. b) Complex-valued amplitude of the evaluation of a plane wave on
a plane. The real component is visualized in the green channel, while the
complex component is shown in the red channel.

A spherical wave (cf. Fig. 3.2a), originating at point Py, is being represented

as ]
eikr+@o

U(P) = Ag , (3.5)

23



Fundamentals of Holography

where Ag is the real-valued amplitude at Py, k is the wave number, ¢, the
initial phase at Py, P is the position of evaluation and r = ||P — Pyl|2. The
wave number k is defined as k = 2 with A being the wavelength.

A monochromatic plane wave (cf. Fig. 3.2b) can be represented as
U(P) = Agelkerteo (3.6)

where Ag and ¢q are the real-valued amplitude and phase at the origin P
and r is defined as r = P — P,. The vector k is defined as k = k * («, 8,7) with
k being the wave number and («, B,7) being the unit vector pointing in the
direction of the wave propagation. The components of the vector are called
directional cosines.

3.3.3 Interference
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As shown in Sect. 3.3.2, we can represent the wave by a time-independent
equation Eq.(3.4). If we substitute this representation into Eq.(3.1) we obtain
the following formula:

(V+K)U =0, (3.7)

known as the Helmholtz equation.

A scene can consist of many elementary waves, which can superimpose
each other. The superposition is called interference. If we take two different
sources Uy (P) and U, (P), the interference U(P) can be described as the sum
of the two as U(P) = U3 (P) + Up(P). We can easily verify, that this sum still
tulfills the Helmholtz equation Eq.(3.7). Even the scaling of any of the two
components by a constant complex value fulfills Eq.(3.7). This allows to cre-
ate entire scenes as a set of weighted elementary waves, which superpose
each other.

Due to the monochromatic nature of the laser light, the interference pattern
results in a standing wave, which can be recorded by a photosensitive film,
such as the hologram. The spatially dependent amplitude of the interfer-
ence pattern varies depending on the amplitude and phase of the interfer-
ing sources. It can reach from 0, in the case of destructive interference, to the
sum of all the amplitudes of the contributing sources, in case of constructive
interference. The constructive interference occurs, when all the sources are in
phase, while the destructive interference occurs, when the sources are out of
phase, such that the waves cancel each other out.
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3.3.4 Wavefront Propagation

In 1678 Christian Huygens [Goo68] presented a way of describing the prop-
agation of a wavefront as the “envelope” of “secondary” spherical waves
being emitted by every point of the primary wavefront at time t = 0 (cf.
Fig. 3.3). Later Gustav Kirchhoff put the theory on firmer mathematical

Huygens Kirchhoff Rayleigh-Sommerfeld
Secondary S
wavelets \ - ’
r F
Primary / ds Z
wavefront p Sa
re L
ds
Envelope /
(new wavefront) o %

Figure 3.3: Propagation of a wavefront based on Huygens, Kirchhoff’s and Rayleigh-
Sommerfeld’s formulations.

ground by finding a formulation to evaluate the wave at an arbitrary point
P’ in space knowing the evaluation and the derivative of the homogeneous
wave equation on a closed surface S, enclosing volume V containing P’ (cf.

Fig. 3.3):
[/lhau up) 2 (27 s (38)
T an on \ r '

u(p') ifP ev
qu:{o()ﬁwgv

n is the surface normal, U(P’) is the evaluation at point P/, whereas U(P)
is the evaluation of the wave at P € S. The so-called Rayleigh-Sommerfeld
theory can be derived from the Kirchhoff formula with the difference of only
imposing boundary conditions on the evaluation of the wave function or on
its derivative. The limitation of only being valid for planar geometries is
not a real restriction, since the hologram as well as different primitives of
synthetic objects like triangles and rectangles are planar as well. Assuming
point P’ away from the immediate vicinity (k > 1/r) of the aperture S, , a
propagation in the positive z direction perpendicular to S4 with S4 atz =10
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and P € S leads to the Rayleigh-Sommerfeld formula

d ikr
u(p') = %//U(P)a (%) ds (3.9)
Sa
. ikr
u(p') = %//U(P)eT(ro n)ds , with % — % (3.10)
Sa

The Rayleigh-Sommerfeld equation Eq.(3.10) can be interpreted from a

. . . oyps . ikr
physical point of view as a superposition of spherical waves - located

-
at the aperture S, with amplitude @multiplied by a phase shift of 90°
caused by the multiplication of i. Additionally the spherical waves are mul-
tiplied by a directional factor (r e n). For further details and derivations
please see [Goo68] and included references.

Evaluating these general forms of scalar diffraction theory can be very time
consuming. There exist two approximations: one for the near field called the
Fresnel approximation and one for the far field called the Fraunhofer approxi-
mation. As shown in [Goo68] the Fresnel approximation can be efficiently
calculated by a convolution, while the Fraunhofer approximation can be in-
terpreted as a Fourier Transform.

However, direct integration as well as the approximations have the de-
ficiency of either being inefficient or inaccurate. Therefore, we compare
two accurate and efficient methods of propagation. The first method was
tirstly presented by Delen and Hooker [DH98] and refined by Matsushima
[Mat05b]. They present an accurate and fast propagation based on angu-
lar spectrum propagation, presented in [Rat56, Goo68], and the Fourier shift
theorem. We will refer to this propagation as the Fourier shift propagation. The
second method was presented in [SJ05] and is based on a convolution of the
wavefront with a propagation function. We will refer to this propagation as
the convolution propagation. Since the angular spectrum plays an important
role in both propagation methods, it is introduced in Sect. 3.3.5.

3.3.5 Angular Spectrum
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The complex monochromatic planar field U(x,y,0) given at an aperture S 4
can be split into multiple uniform infinite plane waves traveling in different
directions (cf.Fig. 3.4a). The amplitude of everyone of those plane waves
can be found by applying a Fourier Transform on U(x,y,0), leading to the
angular spectrum A(vy,vy,0). Therefore, the angular spectrum A(vy,vy,0)
is an assembly of all plane waves defined as e~ 2™ (""*+¥) in Eq.(3.11). The
frequencies vy and vy can be substituted by the directional cosines & and
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Angular spectrum propagation

b) X @By €,

Sa

Sa

Figure 3.4: The angular spectrum splits a wave field in multiple plane waves. This can
be used to propagate a wave from an aperture S 4 to an aperture S 4,. For an
arbitrary placement of S 4 "straight” propagation a), rotation of the spec-
trum b) and propagation on parallel offset planes c) is needed. The figure
shows the 2D case, where the third dimension can be imagined to be perpen-
dicular to x and z.

of the plane wave (Eq.(3.6)) as vy = § and v, = % leading to Eq.(3.12).

VX/Uyl / / u X y, 27Ti(1/xx+vyy)dx5iy

= FlU(x.0) 1)
IX i B
A% 2.0 / / U (x,y,0)e =2+ 59 dxdy (312)

Propagation to Paraxial Parallel Plane

To propagate the wave field along z to a parallel plane at distance z, the
angular spectrum A(vy,vy,0) has to be multiplied by a propagation phase
term:

AP 2y = A% B0 F VI o2 g2 1 (3.13)
AT AT
In case of a? + B2 > 1 the wave would evaluate to a real-valued so-called
evanescent wave, and therefore, not carry any energy away from the plane
at z = 0. The propagation defined in [Goo68] is restricted to propagation
between parallel planes sharing a common center. This is also known as a
paraxial propagation.
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Angular Spectrum Rotation

Using the rotation of the angular spectrum from plane S4 with coordinate
system (x,y,z) to S, with coordinate system (¢,7,() (cf.Fig. 3.4b) as pro-
posed by [TB92], lifts the restriction of propagation onto parallel planes.
The rotational matrix M transforming (&,7,{) into (x,y,z) also relates the
corresponding spatial frequencies (vg, vy, V7) to (vy, vy, v2) by

(ve, vy, vg) T = M (vx vy, 2) " (3.14)

The coordinate transformation causes a shift of the sampling points requir-
ing interpolation of the values for the new coordinate system. Additionally,
backward propagating waves are set to 0. According to [DH98] linear inter-
polation is appropriate to find amplitudes at intermediate points.

Propagation to Parallel Plane With Offset
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The propagation between two non-paraxial planes can be done by two dif-
ferent methods, as mentioned in Sect. 3.3.4. One is the Fourier shift propa-
gation and the other is the convolution propagation.

Fourier Shift Propagation If the parallel plane S, is offset to the propa-
gation direction of S by (x9,10,0) as depicted in Fig. 3.4c), the propagation
can be calculated by means of the Fourier shift theorem [DH98] as

0o 0 X ) B R
U(x,y,z) = / /.A(vx,vy,O)elZ"Z ATV
X ei2”(“xx+"yy)dvxdvy , (3.15)
where
Alvx,vy,0) = A(vy, vy, 0)eZTVex0+050) (3.16)

expresses the Fourier shift theorem. Using the propagation of the angular
spectrum in continuous space yields to the identical result as the Rayleigh-
Sommerfeld (RS) formula Eq.(3.9). A practical implementation affords a dis-
cretization, leading to different problems which are treated in Sect. 3.3.6.

Convolution Propagation If the plane S4 is chosen to lie in the z = 0 plane,
and the wave is propagating in the positive z-direction, we can simplify
Eq.(3.10) to:

u(p') = —iz//u(P)%rds. (3.17)
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Let us rewrite this equation with P = (x, y,O) and P’ = (¥',y/,7):
zk\/ X —x)2+(y' —y)?+22
—x)?+ (y’ —y)?+2"2

-

G

U(x'y',z") = ——Z/ U(x,y,0) dxdy. (3.18)

As shown in [SJ05], Eq.(3.18) can be interpreted as a convolution, where the
wave function U is convolved with the propagation function G. A practical
implementation of RS using convolution affords a discretization leading to
different problems which are treated in Sect. 3.3.6.

3.3.6 Discrete Propagation

The Fourier Transform Eq.(3.11) and the continuous propagation Eq.(3.15)
are defined as an integral over an infinite plane, whereas in the discrete case
the Discrete Fourier Transform (DFT) and the summation is restricted to a fi-
nite size leading to artifacts. Furthermore, the energy conservation does not
hold, since the wave is not being evaluated over an infinite plane after prop-
agation, and therefore, decreases with an increasing distance z [MSWO03]. By
zero-padding the plane before propagation those artifacts can be limited.

For the sake of simplicity the derivation for discrete propagation to paral-
lel planes with offset (DPPO) will be based on a propagation between two
squares but the extension to rectangles is straightforward. We present the
discrete case of the Fourier Shift propagation and the convolution propaga-
tion in the following paragraphs. Using these two methods for DPPO in-
stead of the direct integration of RS, allows to reduce the complexity of the
propagation from O(N*) to O(N%logN). The complexity of DPPO differs
solely by a constant factor from the Fresnel and Fraunhofer approximation
while still evaluating the propagation with the precision of RS. For general
propagation between non-parallel planes, we can neglect the complexity of
the rotation step described in Sect. 3.3.5.

Discrete Fourier Shift Propagation The aperture S, is sampled using a
uniform grid of N X N. The discretized wave field on S4 is given as Uyy. It
is Fourier transformed using DFT leading to the angular spectrum A,,;. The
propagated wave field U;y can be evaluated at distance z based on Eq.(3.15)
in the discrete case as

—IN=1 i27'(z w2 (LY
xy NZ Z Z 2= (%)= (%) 2R+ xy) (3.19)
m=0 |=
forx =0.N —1land y = 0..N — 1 with

At = Ay Fxo w10, (3.20)
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Since the term of multiplication to shift the spectrum is not zero-padded
and does not wrap around, repetitive artifacts can be observed some dis-
tance away from the aperture (cf. Fig. 3.5a). By increasing the zero-padding
of the initial wavefield with increasing propagation distance, these artifacts
can be minimized (cf. Fig. 3.5b). The efficiency of propagation is, however,
decreasing with increasing propagation distance due to the required bigger
zero-padding and DFT.

Discrete Fourier shift propagation Discrete convolution propagation

2N zero-padding 4N zero-padding 2N zero-padding

Figure 3.5: a) Repetition artifacts are visible when using a 2N zero-padding of the aper-
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ture before propagation. b) The artifacts are smaller with 4N zero-padding
and could be eliminated with an even bigger zero-padding with the cost of
a decreasing efficiency. c) The discrete convolution propagation handles the
propagation as a cyclic convolution requiring only a 2N zero-padding inde-
pendent on propagation distance.

Discrete Convolution Propagation The propagation of an evaluation
Ulx,y] given on a uniform sampled grid N x N with a sample size
0 = % to a parallel plane with the evaluation Uy [x’,y'], can be writ-
ten as in Eq.(3.21) based on Eq.(3.17). The vector r can be written as

r= \/(5(x’ —x) +x0)* + (6(y' — y) + yo)* + 2”2 considering a displacement
xo and yo between the source and the target square. Equation 3.21 can be
rewritten as Eq.(3.22).

2 NEINC oikr
Uy [x',y] = =0 Z Z U[x,y]r—z (3.21)
x=0 y=0
!/ Z/ ZN—lN—l / /
U [x',y] :aé J;)y;oll[x,y]G[x —x,y — | (3.22)

This can be interpreted as a discrete convolution of U and G resulting in
U, = %(52(1,[ * G) with ¢ being the size of a sample. The convolution can be
efficiently evaluated by a multiplication in the Fourier domain. However a
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multiplication in the discrete Fourier domain corresponds to a cyclic convo-
lution imposing a zero-padding of a width of at least (N — 1) of U and G
leading to U and G. The propagation based on discrete convolution propa-
gation can therefore be written as Eq.(3.23).

U, = %521\1?1{?{&} - F{G}} (3.23)

The zero-padding is not dependent on the propagation distance, since the
propagation function is also being zero-padded, and therefore, suppressing
a wrap-around of the signal. For the rest of the thesis, we are using the
convolution propagation for propagations of wavefields given on parallel
planes.

Discrete Propagation Pipeline So far we summarized one method for ro-
tation or tilting in Sect. 3.3.5 and one for propagation in Sect. 3.3.6. These
two methods can now be combined to evaluate a wave originating on S4
on any arbitrarily placed aperture S 4. The accuracy of the result relies on
the sampling of S4 and S 4/ and on the order of the tilt and the propagation
step. In case propagation and tilt would be needed, the tilt operation has to
be evaluated first. For minimal sampling requirements refer to Sect. 3.5.1.

Resize Resample

Sy Sa Sa Sp Sa Sa Sa Sy

seting |+ — | §*¥ i*i

F{Sa} F{Sa}
0 | | X
Solution . . § _’i § - §
0 X XAl X 0 D]O
F{Sat F{Sa}
zero-pad-spat cut-spat cut-freq zero-pad-freq

Figure 3.6: The top row depicts the setting of S 4 and S 4r before modification. The bottom
row shows the solution for the matched size after zero-padding in the spatial
domain, the cutting in the spatial domain, the adjusted sampling by zero-
padding in the frequency domain, and cutting in the frequency domain.

Since the source aperture S 4 does not necessarily have the same resolution
and size as S 4/, re-sampling or resizing might be necessary. The four possible
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cases and their solution are depicted in Fig. 3.6. The sizes of the apertures
Sa and S 4/ are preferably chosen as a power of 2 in order to guarantee an
efficient FFT.

3.4 Hologram

A full-parallax hologram can be imagined as a window revealing limited
viewing possibilities from a 3D scene (cf. Fig. 3.7). There exist many differ-
ent holograms, being able to capture different properties of complex waves,
such as phase, amplitude or intensity. Different setups and different shapes
increase the variety even further [Goo68]. We are simulating a transmission
hologram as in Fig. 3.7b, a setup, where the laser and the object are placed
on the same side of the finite planar hologram during recording. The setup
for a transmission hologram is depicted schematically in Fig. 3.8. The re-
construction of this type of hologram requires a laser placed at the same
relative position to the hologram and having the same wavelength as for
recording. The reconstruction of a hologram is shown in Fig. 3.9c. For the
remainder of the thesis we will refer to a transmission hologram simply as
hologram. The hologram is a thin real-valued and densely sampled plane
measuring the static wavefield intensity, created by interference of multiple
monochromatic waves. The hologram can be imagined as a high resolution
photosensitive film. In a physical setup of a hologram, the laser light source
is used to illuminate the object as well as the hologram, in order to guaran-
tee monochromatic nature of the light waves. The laser can be split up in
these two parts using a beam-splitter as depicted in Fig. 3.8. The light from
the object is called the object wave, whereas the light from the laser during
recording, is called reference wave, and during reconstruction reconstruction
wave. The following two sections will conceptually describe the recording of
a hologram in Sect. 3.4.1 as well as the reconstruction of the object wave
in Sect. 3.5. Capturing the interference pattern affords a very high sam-
pling rate of the hologram. Sampling rate requirements will be discussed
in Sect. 3.5.1.

3.4.1 Hologram Recording
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Two incident light waves and a holographic plate are needed to generate a
hologram. One of the light waves is a plane wave Eq.(3.6) and stems from
the laser source. We refer to this wave as reference wave R. Another wave
stems from the object and is referred to as object wave O. In a physical
setup, the object wave has to be created by the reflection of the illuminating
laser light as depicted in Fig. 3.8, in order to guarantee coherent lighting
of the entire scene. Remember that this is the requirement to generate a
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Scene Mirror

i A

f%w fl

' Hologram

Hologram scene setup

Hologram scene recording

Figure 3.7: a) A very simple setup to capture a hologram. Instead of using a beam splitter
we used two mirrors, reflecting the laser light onto the object. b) This is the
same setup as in a), but seen as it appears during recording. Only the laser
light is illuminating the scene and the hologram.

static interference pattern, which can be captured by the holographic film.
In a theoretical setup however, we do not have to simulate the reflection of
the laser light at the object. The theoretical approach allows assumptions
of monochromatic laser properties implying spatial and temporal coherence
and no motion artifacts. Monochromatic light can easily be simulated by
choosing the same wavelength A for O and R. The object wave O can be
simulated by the superposition of a set of emitting light sources, which can
be elementary waves Sect. 3.3.2 or wavefields Sect. 3.3.4. Figure 3.10a shows
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Object

Recording Reconstruction

Hologram

Hologram

Beamsplitter

Laser
—» Monochromatic waves

Figure 3.8: Possible setup of a real transmission hologram using a beam-splitter to war-

rant monochromatic waves.

Hologram Real Scene Reconstructed wavefront

Figure 3.9: a) Photosensitive holographic plate on which the hologram is being captured.
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b) The real scene, which is captured on the hologram. c) The object wave is
reconstructed using a laser beam.

the applied setup for hologram recording. The two light waves O and R
are mutually coherent, leading to a time independent interference pattern
in space. The intensity of this interference pattern is being recorded by a
holographic plate as function H:

H=|0+RJ? (3.24)

Methods, as presented in Sect. 3.3, can be used to evaluate the object wave at
the hologram in an efficient manner. Examples of the evaluation of different
object types are described in Sect. 4.3.

Note, that the hologram H is a real-valued function, from which we would
assume not to be able to reconstruct the amplitude and phase unambigu-
ously. In the next section, however, we show how to extract the required
information we need to reconstruct the complex-valued object wave.
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Recording Reconstruction
a) b) \
H H
h b ) (IOF+IRI?)
by
X"’"@ OIR[’

Figure 3.10: (a) Hologram recording by interference of object wave O and reference wave
R. (b) Hologram reconstruction using the reconstruction wave R resulting
in the reference term R(|O]? + |R|?), the real image OR? and the virtual
image O|R|?.

3.5 Hologram Reconstruction

The holographic material is assumed to provide a linear mapping between
the recorded intensity and the amplitude transmitted or reflected during the
reconstruction process. A reconstruction wave R’, identical to the former
reference wave R, illuminates the holographic plate and is modulated by
the transmittance T

T=t,+pH=H, witht,=0and g/ =1. (3.25)

Thereby, t;, is a ”"bias” transmittance which can be set to 0 and p’ is a scaling
factor which will be set to 1 in our theoretical setup leading to T = H. The
incident reconstruction wave R’ is, therefore, modulated by H leading to a
reconstructed wave U as:

U=R'-H=R/(0]?+|R]? + ORR + ORR
— 2 2 2 N2
= R(O +RP) + OIR| + OR (3.26)
reference term virtual image real image

Reference Term The reference term R(|O|? + |R|?), can be approximated
as a scaled version of the reference wave. This assumption is true if |O|? and
|R|? are constant over the whole hologram. For R being a planar wave this
is trivial. However, for O the assumption is only true if the object is not close
to the hologram or if |O|? is small compared to |R|? and therefore variations
would be negligible. The influence of O is further discussed in Sect. 3.5.2.
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Virtual Image The term O|R|? can be considered proportional to O, since
|R|? is constant over the whole hologram. This is also called the virtual im-
age and is the part we are interested in, since it describes the same wave as
has been emitted by the object during recording.

Real Image The last term OR? is the conjugate of the object wave and pro-
duces the real image which corresponds to an actual focusing of light in
space. The conjugate wave O is propagating in the opposite direction of O
and therefore focuses in an image in front of the hologram. If R is perpen-
dicularly incident to the hologram plane, R? is a constant value and O will
be mirrored at the hologram.

3.5.1 Sampling

Recording the interference pattern affords a very high sampling rate. It de-
pends on the wavelength A and the angle ¢ between the direction of propa-
gation of O and the propagation direction of R. The sampling distance d can

be computed by
A

d=———.
2sin(9)

The chosen sampling distance during recording also has an influence on the
maximum viewing angle of the hologram which has to be considered when
positioning a camera in Sect. 4.4. To achieve a maximum viewing angle
% = 7, the sampling distance d has to be at least as small as % in order to
guarantee that the Nyquist frequency of the hologram is equal to the car-
rier frequency of the interference pattern. Note, that by simulating synthetic
objects only three orders of magnitude bigger than the wavelength, we are
able to keep the hologram size reasonable and still get nice images. This is
true, since the resolution of the final image and not the physical size of it is
important when rendering to a screen.

(3.27)

3.5.2 Filtering
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The reconstruction leads to three different terms (cf. Eq.(3.26)), whereas we
are only interested in the virtual image O|R|?. Therefore, the hologram is fil-
tered in a way to suppress the unwanted terms during reconstruction, while
maintaining the quality of the virtual image. To suppress unwanted terms
we have to rewrite Eq.(3.24) as

H= |0+ |R>+OR+OR. (3.28)
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Considering Eq.(3.4), O and R can be substituted such that O = Apei?o and
R = Age'P®, where Ap is the amplitude of O, ¢ is the phase of O, Ay is the
amplitude of R and ¢p, is the phase of R leading to

H = A% + A% + ApAge'¥0e 1R  AnAgelPRe™ 190

H= A% + A% + 2ApAgrcos(po — ¢Rr) - (3.29)

For better readability, the x and y dependency of H,Ap,ARr,po and ¢r have
been omitted. The first two terms of Eq.(3.29) are close to be constant
over the whole hologram, while the third term is statistically varying from
2ApAR to —2ApAg. Thus, the average intensity H over the whole hologram
H can be approximated by H ~ A2 + A%. The first two terms can, therefore,
be suppressed by subtracting the average intensity H from the hologram H
leading to H' = H — H. If H' is used for reconstruction, the reference term
will be suppressed. This method is known as DC-term suppression in [K]97],
since the almost constant term A2 + A% leads to the DC-term H(0,0), where
'H is the Fourier Transform of the hologram H. The last picture of the first
row of Fig. 3.11 shows the reconstruction of the hologram after DC-term fil-
tering. As a comparison, the result without filtering is shown as the second
to last picture.

DC sup.
FT of the DC sup. Reconst.
Hologram H , Reconst.
g Hologram H HIogram H based on H based on H'

9=0°

9$=30"

Figure 3.11: Each row of pictures corresponds to a certain angle &. The DC-Term of the
hologram H gets suppressed leading to hologram H' depicted in the third
column. In the reconstruction based on H we can clearly see the reference
term, while a reconstruction based on H' leads to much better results. Best
results are obtained with a big angle ¢ leading however to a high sampling
rate of the hologram.

The DC-term filtering is able to strongly reduce the reference term. How-
ever, the real image, represented by OR? still leads to undesired artifacts.
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If the angle ¢ between O and R is 0° the object wave and its complex con-
jugate O are propagating on the same axis. The propagation direction of
O can, however, be modified by increasing the angle 9, without modifying
the propagation direction of O. Therefore, by setting the reference wave
sufficiently off-axis, deviates O such that it cannot be seen in front of the
hologram anymore. The second row of Fig. 3.11 shows the different repre-
sentations of such an off-axis setting. The resulting image clearly shows an
improved image quality compared to the first row. This method of filtering
is used for all the hologram renderings in this thesis.

More specific filtering could be applied to the Fourier spectrum H of the
hologram H. Instead of reducing only the DC-term, we could apply a high-
pass filtering or an asymmetrical masking of the hologram, as presented by
[CMDO00], in order to reduce the unwanted terms. However, this method
would only improve our results if the spectra of R,0 and O would not over-
lap. The spectrum H is visualized in the second row of Fig. 3.11, where the
overlap of the spectra of O, R and O is visible.

3.5.3 Conclusion
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In this chapter, we have presented the light model, which is used for the
holographic pipeline. Based on this model, we have introduced different
ways to propagate light waves through free space and evaluate at any point
in space. Furthermore, we provided a short description of the principal of
hologram recording and reconstruction. Most importantly, we presented
a filtering of the hologram, which is highly improving the image quality
obtained from the hologram.

In the next chapter, the holographic pipeline is being introduced. Since wave
propagation has been discussed in this chapter already, we will focus on
the wave-based evaluation of traditional computer graphics representations,
such as point-based objects, as well as triangular objects. First rendering
results are presented by introduction of an image generation step. The im-
age generation is based on a physical lens model, which allows to focus the
wavefront, generates a limited depth of field, while being inherently aliasing
free.



CHAPTER

Holographic Pipeline

This chapter describes the framework of the holographic graphics pipeline,
which is the core of this thesis. The framework is based on the holo-
graphic representation and display of graphics objects. As opposed to tra-
ditional graphics representations, our approach reconstructs the light wave
reflected or emitted by the original object directly from the underlying dig-
ital hologram. Our novel pipeline consists of several stages including the
digital recording of a full-parallax hologram, the reconstruction and prop-
agation of its wavefront, and rendering of the final image onto conven-
tional, framebuffer-based displays. The required view-dependent depth im-
age is computed from the phase information inherently represented in the
complex-valued wavefront. Our model also comprises a correct physical
modeling of the camera taking into account optical elements, such as lens
and aperture. It thus allows for a variety of effects including depth of field,
diffraction, interference and features built-in anti-aliasing. A central feature
of our framework is its seamless integration into conventional rendering and
display technology which enables us to elegantly combine traditional 3D ob-
ject or scene representations with holograms. The presented work includes
the theoretical foundations and allows for high quality rendering of objects
consisting of large numbers of elementary waves while keeping the holo-
gram at a reasonable size.

First, we give an overview of the holographic pipeline in Sect. 4.1. Then,
we describe the different steps, such as recording, reconstruction, propaga-
tion, and image generation based on a simple example in Sect. 4.2. Since we
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have already elaborated all the required details for the reconstruction and
the propagation step in Chapter 3, we restrict our detailed description on the
recording (cf. Sect. 4.3) and the image generation (cf. Sect. 4.4). This chapter
concentrates on the theoretical aspects and problems of the wave pipeline
and refers to [Goo68] for issues solely relevant to practical holography.

4.1 Overview

In this section a conceptual overview of the complete wave framework in-
cluding our novel holographic pipeline (highlighted in orange in Fig. 4.1)
is described. The first step of this framework involves recording of holo-

Real objects Syn.thet|c
objects
/' propagation
4
Qologram)
Reconstruction
2 E propagation
\
Holographic Conventional
display display

Figure 4.1: Overview of the wave framework with the components of our new wave
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pipeline highlighted in orange. (The David dataset is courtesy of Stanford Uni-
versity, Digital Michelangelo Project.)

grams. We distinguish between recording and acquisition of holograms.
Acquisition stands for the physical capturing of a hologram of real objects
onto a high resolution photographic film or a CCD as in digital holography.
Recording (cf.Sect. 4.3) is used for the computation of a hologram from syn-
thesized objects as in computer generated holography (CGH). In order to gen-
erate a hologram from a wavefront given on the surface of a synthetic object
we have to be able to propagate this wavefront to any position in space. We



4.2

4.2 Step by Step Recording and Image Generation

explain different techniques of subsampling and propagation of the scene in
Sect. 4.3.

Furthermore, the hologram can be used as input to a holographic screen as
well as an input for further processing leading to an output on a conven-
tional display. This output requires a discrete reconstruction of the wave-
front at the hologram followed by a propagation of this wavefront to an
arbitrarily placed camera as described in Sect. 4.4, which provides the input
to a conventional display.

Step by Step Recording and Image Generation

We briefly describe the different steps involved to record an object consisting
of N points on a hologram, reconstruct its wavefield, and create an image
from the hologram. This high level description shall help to focus on the
details in the remaining sections of this chapter.

. Recording The evaluation of the reference wave on the hologram is straight

forward. Eq. 4.1 shows the evaluation of a spherical wave for a position
P = (x,y,0) on the holographic plane (cf. Fig. 4.2). To evaluate the entire
wavefield on the hologram, Eq.(4.1) has to be evaluated for every point P,
which is part of the hologram. The object wave is evaluated on the holo-

a)

Sampled |

b)

object

Hologram

Hologram

Reference Wave

Figure 4.2: a) The hologram records the interference pattern of the reference wave and

the object wave. The object can be subsampled into elementary waves. These
elementary waves could be N spherical waves. An example of a spherical
wave with origin at Py, is shown in a). A real-valued hologram is depicted
inb).

gram as a sum of elementary waves with the origin at positions P, and an
initial phase of ¢,,. All elementary waves are evaluated on every position P
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on the hologram. The wavefield of an object sampled into N spherical wave
primitives can be described as a superposition as in Eq.(4.2). The absolute
value squared of the sum of the object wave and the reference wave is lead-
ing to the value of the hologram at every position (x,y,0) (cf Eq.(4.3)). This
hologram is real-valued. A more detailed description of the object wave
recording is given in Sect. 4.3.

R(P) = Agelk®ro+ o ,withr=P — Py (4.1)

OFP)=Y ApSt— ,withry = ||[P— Pull,  (42)

m=1 Tm

H(P) =|O(P) 4+ R(P)|? (4.3)

Reconstruction We choose a reconstruction wave R’ identical to the refer-
ence wave R during recording. The evaluation of R’ at P is multiplied with
every value of the hologram H’ at the same position P. H' corresponds to the
hologram, which is filtered according to the filtering described in Sect. 3.5.2.
The result is a complex-valued wavefield U(P), which is given as a discrete
set of complex values (cf. Fig. 4.3). U is given at the hologram on the oppo-
site site of the incident reconstruction wave. It can be described as Eq.(4.4).

U(P) = R(P) - H'(P) ~ O(P) (4.4)

N\

P Hologram Hologram

Figure 4.3: a) The multiplication by the reconstruction wave R’ generates a discrete
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complex-valued wavefield just behind the hologram. b) The reconstructed
wavefield is propagated through a homogeneous occlusion free space to the
observing camera.



4.3 Recording of Specific Objects

3. Propagation Since U(P) is not given in an explicit form anymore, we are
using the propagation of a wavefield given on a plane as described in
Sect. 3.3.6. This method allows to propagate the wavefield U(P) to the ob-
serving camera, leading to wavefield U(P’). The set of points P’ lies on the
camera aperture.

4. Image Generation After the propagation, the wavefield is given as discrete
complex samples of the wavefront, at the camera aperture. In our pipeline,
we use a thin lens model in order to focus the wavefront by means of a
phase modulation. The phase modulation function, also referred to as the
lens function L(P'), is given per point P’ of the aperture. The application of
the lens function focuses the wavefront according to the focal length chosen
for the camera. We refer to the focused wavefield as U(P’) (cf. Eq.(4.5)).
More details about the lens is provided in Sect. 4.4.1.

U(P')=u(r)-L(P) (4.5)

The focal length of the lens function is chosen such that the image plane lies
at infinity. This has the advantage, that the amplitude of a plane wave, can
be interpreted as the intensity of a ray parallel to the propagation direction
of the wave going through the center of the lens. Since the Fourier Transform
of the wavefield leads to the decomposition into plane waves propagating
in all directions, we already obtain the intensities of the rays required for
the image generation. Finally, we can distort the sampling relative to the an-
gular cosines into a regular grid of pixels. More specific descriptions about
the required lens function, handling of boundary problems of the aperture,
the distortion parameters, and image quality improvements are described
in Sect. 4.4.

4.3 Recording of Specific Objects

Every object can be represented by a number of elementary waves, also
called primitives. Besides the plane wave, our pipeline supports two different
primitives, namely a spherical wave and a wavefield given on an aperture.
These two primitives allow to record the wavefront of the two most common
object representations in computer graphics, which are point-based objects
and triangular objects. We show the characteristics, advantages, and disad-
vantages of representing an object either by a number of spherical waves, or
apertures in the following two sections.
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4.3.1 Point-based Objects

This representation approximates a surface of an object by an arbitrary num-
ber of points. The points are represented by point sources implemented as
spherical waves, with the center at the position of the point. The waves can
efficiently be evaluated using shaders on graphics hardware. Traditional
point-based objects can, therefore, be represented by a number of point
sources. The straight forward evaluation of every point source of an ob-
ject onto the holographic plane, would make the object appear transparent,
since occlusion is not being taken into account this way. Furthermore, the
sampling density is a critical issue, when evaluating point-sampled objects,
since the intensity of the finally rendered image of the hologram depends on
it.

Occlusion
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A point in space does not have a physical extent and can, therefore, not oc-
clude propagating waves. We use a point-based representation, where every
point is represented by a small oriented disk. This representation is called
surfel representation and has been presented by Pfister et al. [PZvBGO00].

In a first step, we reject all the backfacing surfels by considering the normal
of the element. An example of this is shown in Fig. 4.4a. In a second step, we
render the surfel object based on ray-based optics using a technique called
splatting [ZPvBGO1]. The viewpoint is chosen to lie on the hologram, while
the viewing direction is perpendicular to the hologram facing the scene. A
splatted surfel covers a certain number of pixels. If the distance of the surfel
lies further away than all the surfels being splatted on any of those pixels,
it is being considered as occluded. To avoid, that neighboring surfels are
occluding each other, we add a bias to the depth of the closest surfel be-
fore checking for occlusion. Fig. 4.4b shows an example of this occlusion
handling. Of course, the visibility of a surfel often depends on the paral-
lax. Since the hologram stores the full parallax of the scene, the occlusion
would have to be evaluated per pixel of the hologram. This is, however, too
time consuming to compute. By evaluating the visibility only for every n"
pixel of the hologram and blend the values in between, allows to reduce the
computational load without too much loss in quality. We present a method
for wave-based occlusion handling in Chapter 5, which allows to handle the
visibility for all possible viewing direction at once. Currently, this method is
only presented for planar occluders and has not been implemented for surfel
objects.
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Occlusion ignored Occlusion handled

Figure 4.4: a) This model was rendered by only rejecting backfacing surfels. We can
clearly see the transparent appearance at parts of the object. b) Using a
splatting step to determine the visibility allows rendering of opaque objects.

Sampling Density

An arbitrary sampling of the point-sampled object can lead to different vis-
ible artifacts, which can vary depending on the viewing direction. If the
view dependent sampling is not equally distributed over the entire object,
we can observe intensity variations despite of homogeneous ambient color
regions (cf. Fig. 4.5a). Higher sampling densities will appear brighter, since

high sampling

low sampling

Arbitrary Sampling Correct Sampling

Figure 4.5: a) This object features an arbitrary sampling of the point sources leading to
too bright areas and holes. b) Correcting the sampling using a view depen-
dent sampling approach allows to minimize these artifacts. The black dots in
this rendering are not due to a low sampling, but due to speckle noise.

more energy is being integrated over one pixel. In our pipeline, we scale the
intensities of the point sources depending on the number of visible surfels
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contributing to one pixel. We evaluate one surfel per point source of the
point-sampled object. Since we simulate each surfel as a spherical wave, we
loose the geometric extent of the surfel, which can lead to holes in the final
rendering. An undersampled area looks like a dotted surface (cf. Fig. 4.5a).
This artifact can be minimized by creating additional spherical waves on
the entire surfel. Fig. 4.5b shows an object, where the sampling density has
been adapted according to the described method. The intensity variation is
due to the applied directional lighting. The small black dots which can be
observed in Fig. 4.5b do not stem from too low sampling, but from speckle
noise. Speckle noise is described in Sect. 4.4.5.

A change of the viewing direction leads to different view dependent sam-
pling requirements. An accurate recording would require a reevaluation
of the sampling density per hologram pixel. However, since the sampling
of the hologram is very dense, the required sampling density of the scene
remains almost the same for neighboring hologram pixels. Therefore, we
evaluate the sampling density only at every n" pixel of the hologram, and
blend the values in between. This is minimizing the artifacts while reduc-
ing the computational load. Although we minimize the artifacts, we cannot
guarantee a hole free rendering for any zoomed in position of the camera
unless we considerably increase the number of samples.

4.3.2 Triangular Objects

Triangular meshes are one of the most common representations in computer
graphics. In this thesis, we present two different ways of evaluating the
wavefront of such an object. One way of evaluation is similar to the point-
based approach in the sense, that the triangles are subsampled into point
sources, which are then being evaluated similarly to the point-based objects.
The second way of evaluation is based on the propagation of discrete wave-
tields, which are given on a planar surface. The following two subsections
elaborate the two kinds of evaluations in more detail.

Point Sampling
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An equidistant sampling of every triangle into point sources creates good
conditions for the regular view dependent sampling, which is very im-
portant for reasons elaborated in Sect. 4.3. To avoid the entire splatting
step, which is required for an optimal sampling and weighting of the point
sources, we can simply scale the intensity values with the cosine of the angle
between the viewing direction and the normal of the triangle. This approxi-
mation works well if the depth extent of the object is not too big. A big depth



4.3 Recording of Specific Objects

extent would have a direct influence on the view dependent sampling and
therefore on the evaluated wavefront.

Occlusion can be handled in a ray-based approach by evaluating the visi-
bility of every triangle. However, it would have to be evaluated for every
pixel of the hologram, which can be very time consuming. In Chapter 5,
we present a way to handle the occlusion in a wave-based manner, which
handles the occlusion for all pixels of the hologram at once.

Triangular meshes are usually provided with a texture or a color component.
In order to avoid aliasing, we use graphics hardware to prefilter and rescale
the texture according to the chosen sampling of the point sources.If compu-
tational performance is not an issue, the point sampling could be adapted to
the highest texture frequency. This would avoid the filtering of the texture.

One of the problems, when using point sources to evaluate a triangular
mesh, is the complexity of evaluation. Every point source has to be eval-
uated onto every pixel of the hologram. A more efficient evaluation is pre-
sented in Sect. 4.3.2.

Triangle Propagation

In this approach, we do not subsample the textured triangle into point sam-
ples, but directly propagate every triangle onto the hologram. In Sect. 3.3.6,
we showed a way to efficiently propagate a wavefield given on one plane,
to the next plane. We can use the same approach to propagate the trian-
gles to the hologram. The propagation described in Sect. 3.3.6 relies on the

b)

|4

Triangle mesh Aperture from triangle Hologram rendering

Figure 4.6: a) A triangle of the object is picked and b) mapped to an aperture. c) A

hologram rendering of an object, which is based on triangular primitives.

Fourier Transform. In order to apply a fourier transform on a triangle, we
have to map the triangle onto a rectangular aperture before propagation (cf.
Fig. 4.6b). The texture filtering and mapping can be handled in one step
by rendering the triangle using an orthographic camera into a viewport of
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the desired size. Of course, this assumes, that the texture filtering during
rendering is handled correctly.

Occlusion has to be handled in a separate step. We evaluate a view de-
pendent visibility mask, which is applied to the mapped triangle. Fig. 4.7a
shows two triangles, where the occlusion has not been handled. We clearly
see the transparent appearance of the blue triangle. In Fig. 4.7b the red tri-

a) b)

No occlusion handling With Occlusion handling

Figure 4.7: a) Two occluding triangles without occlusion handling. b) The red triangle is

multiplied by a visibility mask, before being evaluated on the hologram. This
ray-based occlusion handling allows to simulate opaque objects, but requires
a lot of computation.

angle was first multiplied by its visibility mask. Therefore, the red part,
which is occluded by the blue triangle is not emitting any waves anymore,
such that the blue triangle appears opaque. An object rendered with such
an approach is shown in Fig. 4.6¢c. It is important to note, that the visibility
mask is view dependent and has to be evaluated for every hologram pixel
in the worst case. Therefore, we propose a wave-based occlusion method in
Chapter 5, which is handling the occlusion for all the direction at once.

4.4 Image Generation
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Based on the propagation described in Sect. 5.2.2, any wave field given on a
synthetic object or on a reconstructed hologram can be evaluated on an aper-
ture of an arbitrarily placed camera in space. The image generation consists
of four steps, namely the simulation of an optical camera model (Sect. 4.4.1),
a multi-wavelength rendering for colored holograms (Sect. 4.4.2), a depth
evaluation for compositing of multiple objects (Sect. 4.4.3) and a speckle
noise reduction (Sect. 4.4.5).
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4.4.1 Camera Model

In a first step the simplest architecture of a camera, the pinhole camera, is
studied for image generation. Artifacts occurring because of limited aper-
ture size are described. Furthermore a more complex camera model includ-
ing a lens is introduced.

Pinhole Camera As shown in Fig. 4.8a) a wave is propagating through a
pinhole and producing an image on a parallel plane at distance z. Modeling

Pinhole camera
b) s, s, © d g, S

] s
|2> g T//( ;;/w&w
an 1

/
Model DPPO Angular spec. Persp. distortion

o
1
PR

Figure 4.8: Image generation simulating a pinhole camera as in a) can be achieved by

DPPO b) or by making use of the directional cosines c). A perspective dis-
tortion leads to the final image d).

the slit by an aperture 54 and applying DPPO to propagate the wave to
the image plane S, would be possible, but would require zero padding
of Sy (cf. Fig. 4.8b). Assuming an indefinitely small slit and knowing the
directional components («,B,7y) of the wave front (cf.Sect. 3.3.5) is suffi-
cient to generate the image at a distance z assuming geometrical propaga-
tion from the slit (cf. Fig. 4.8c). The directional components can be calcu-
lated from the frequency components vy and vy of the angular spectrum as

(0, B,7) = (Avy, Avy, \/ 1 — (Avy)? — (Avy)?). Finally a mapping between the
directional cosines and the image pixels given by coordinates 1 and v as in

Fig. 4.8d can be found by a projection matrix P as («,8,7,1)P = (u,v) lead-
ing to

a=—g G+ GE) 1

= ,Sx = TaSy (4.6)

o sy\/(sY (sl o Sy_tan(g)

0 is the field of view in y direction with the aspect ratio r, = 77 where w is the
image width and / the image height. The pixels of the image are computed
by a weighted sum (e.g. bilinear interpolation) of the directional cosines.
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Resolution The maximal resolution of the image is determined by the size
of the pinhole W. This can be shown by the relation of the spacing J; in the
frequency and the spacing ¢ in the spacial domain given as §6; = % where
N is the number of samples. The smallest non-zero frequency is given as
of = %, since W = NJ§. This corresponds to the direction cosine a,,;, = %
and gets close to the Rayleigh resolution criterion a = 1.22% describing the
critical angle at which two point sources can still be distinguished when
diffracting at a circular aperture of diameter D [Tip91].

Apodization The effect of a rectangular aperture as used in our pipeline
can be simulated as a multiplication by a rect-function in the spatial do-
main and as a convolution with a sinc-function in the frequency domain
(cf. Fig. 4.9a). The convolution with the sinc-function can lead to visible
artifacts called ringing, appearing as blur in the axial directions. This blur
can be minimized by applying a tapering function as proposed in [Gbu05]
and [GC98]. In our implementation we use a cosine window function be-
ing 1 in the middle of the aperture and decreasing to 0 at the border of the
aperture, resulting in an apodization as shown in Fig. 4.9b).
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spatial domain frequency domain

Figure 4.9: a) Applying a rect-function for the aperture leads to ringing artifacts. The
Fourier Transform of the aperture is shown on the right. b) Multiplying
an apodization function to the aperture in the spatial domain results in an
image free of ringing.
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Thin Lens Placing the camera at arbitrary positions while choosing the
object appearing in focus requires a lens. We use a thin lens model:

1 1 1
— == 4.7
dO di f ( )
with dp being the distance from the lens to the object, d; being the distance
from the lens to the image and f being the focal length.

The effect of a thin lens can be simulated by multiplying a complex-valued
function L(x,y)

L(x,y) = ek with r = \/ X2+ 12+ f2 (4.8)

inducing a phase shift to the wavefront [Goo68]. The phase shift transforms
the spherical wave with origin at focal distance f into an almost planar wave:
eikr A

(Ag"-)L(x,y) = °°. (49)

Even though it does not lead to a perfect planar wave it results in a good
approximation for a point source being far away compared to the size of
the lens. Figure 4.10 shows a scene consisting of five points being placed
at different distances from the lens taken with three different focal lengths.
Off-axis points at the edge of the image can produce a comet-shaped image,

f=60 f=100 =140

Figure 4.10: Scene with five points placed at different depth and rendered with three
different focal lengths f.

an effect known as coma aberration. For more general applications one would
need to implement a lens simulation, which distributes aberration and arti-
facts over the whole image.

Due to a physically based model of the holography pipeline effects like depth
of field or refocusing are automatically generated (cf.Sect. 4.5).

4.4.2 Color holograms

A non-monochromatic wave could be split into all spectral frequencies,
which could be propagated separately in the wave framework. However,

51



Holographic Pipeline

instead of simulating all frequencies separately we chose three primary col-
ors (Ar,Ag,Ap, having approximately the wavelength of red, green and blue)
from which other visible colors can be combined linearly. The amplitudes Ag
at the origin of each wave are set as Ag = VI, where I is the intensity of one
of the primary colors. The final image can thus be rendered by calculating
the scene for each monochromatic primary color once.

Simulating non-monochromatic colors introduces another artifact called
chromatic aberration when using lenses in the optical path. This means that
when choosing a focal length f; for a lens, the effective focal length for the
image generated with wavelength A is f;( % ). Applying a Fourier based im-
age generation and perspective distortion does not introduce further chro-
matic artifacts.

When choosing the wavelength for the primary colors we are not restricted
to take realistic values since the intensity I of the color channel only influ-
ences the amplitude. The wavelength A;,A; and Aj, could be exactly the same
avoiding all aberrations and artifacts related to wavelength differences. In
physical lens systems, multiple lenses and lens materials are minimizing the
effect of chromatic aberration.

4.4.3 Evaluate Depth
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So far we have shown the generation of an image of a single object. How-
ever, if we have scenes composed of several objects occlusions have to be
taken care of. We present a depth reconstruction from a hologram in order
to compose objects using the depth buffer.

Depth From Phase Calculating depth from phase is a straightforward ap-
proach also used in digital holographic interferometry as shown in [S]J05].
Knowing the phase of the source and the image, the relative depth can be
calculated out of this phase difference modulo A. In order to unambigu-
ously reconstruct the surface the depth difference of two neighboring pixels
has to be smaller than % However, a relative surface is not sufficient for
depth composition.

Depth From Phase Difference A more advanced approach consists in
generating several images with slightly different wavelengths A;. In our
case we generate two images with two wavelengths A; and A, being
related by Ay = €Ay, with € < 1. The phase ¢; can be calculated as

¢; = <2A—71T>x<r+goo) mod + 7 where ¢; mod £+ 7 = ((¢; + 71)mod 27) — 7.
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This leads to a phase difference Ag in [0,271) as Ap = 27‘[1’()\% - Alz) Con-
sidering the maximal phase difference 27t we get the maximal radius #ax
as

with (4.10)

(4.11)

Therefore, the bigger 74y is, the closer € has to be to 1 leading to a small
difference between A; and A;. Applying this depth reconstruction results
in an absolute depth needed for depth composition. Before having a closer
look at the influence of interference problems in Sect. 4.4.3, we will analyze
the impact of a lens on depth reconstruction.

Depth Reconstruction Using A Lens Applying a lens for image genera-
tion imposes a consideration of influence on depth reconstruction as well.
Considering the mathematical representation of a lens with focal length f as
described in Eq.(4.8) we can find images Uy, (P), Uy, (P) at distance R from
the origin as follows:

ik;R

R

e

: 2
u)\j = Ap e %if  where ki = Tn,] =1,2. (4.12)
)

The phase difference Ag evaluates to

1 1
for the phases given as ¢1 = ki(rf — f) and @2 = ka(rs — f). The distance
