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Abstract. Many real-world e-commerce applications require the mining of 
large volumes of transaction data to extract marketing and sales information. 
This paper describes the Directed Association Visualization (DAV) system 
that visually associates product affinities and relationships for large volumes 
of e-commerce transaction data. DAV maps transaction data items and their 
relationships to vertices, edges, and positions on a visual spherical surface. 
DAV encompasses several innovative techniques (1) items are positioned 
according to their associations to show the strength of their relationships; (2) 
edges with arrows are used to represent the implication directions; (3) a 
mass-spring engine is integrated into a visual data mining platform to 
provide a self-organized graph. We have applied this system successfully to 
market basket analysis and e-customer profiling Internet applications. 

  
1 Introduction 
Market basket analysis has become a key success factor in e-commerce.  Effective 
market basket analysis methods employ association [1, 4] and clustering [6] as methods 
of analyzing such data. E-commerce transactions often are comprised of several 
products (items) that are purchased together. An example of an association is that 85% 
of the people who buy a printer also buy paper.  Understanding these relationships 
across hundreds of product lines and among millions of transactions provides visibility 
and predictability into product affinity purchasing behavior. 
 
To date, there are many technologies that allow the visualization of associations for 
retail stores to make business decisions such as product recommendations, cross 
selling, and store shelf arrangements. As illustrated in Figure 1A, a common technique 
[7, 8], for visualizing associations is the matrix display. The matrix technique positions 
pairs of items on separate axes to visualize the strength of their relationships. The 
association visualizer from SGI MineSet [8] lays out the rules on a 3D grid landscape. 
Visual filtering and querying allow users to focus in on selected rules.    However, to 
visualize millions of association rules, we have found that association matrixes are too 
restrictive. The number of rules shown at the same time needs to be pre-decided and 
can only be a small range of rules (10-20).  
 
An alternative to the association matrix, as illustrated in Figure 1B, is to lay out 
associations on a graph. For example, LikeMinds [11] uses an individual purchase 
history to make suggestions to shoppers based on a graph.  However, when the number 
of items grows large, the graph can quickly become cluttered with many interactions.  
Also, associated items may not be placed close together. The market analysis graph 
from Insights’ Advizor [12] has achieved dramatic improvements by utilizing dynamic 



 
 

queries and presentations.   
 
Besides the use for data associations, graph visualization methods have been very 
popular in information visualization. For instance, cone trees [17] and their hyperbolic 
projections [18, 19] are prominent examples for web and file system visualization. Eric 
[15] used fast graph layout to display various types of statistical data. A central 
approach to graph visualization are physics-based paradigms being exploited in [2], 
[9], or [10]. Recently, clustering algorithms improved performance and scalability of 
physics-based methods [20, 21]. 
 
In spite of the advances in the field, it is still difficult to mine and visualize customer's 
purchasing behavior from millions of Internet transactions. As the volume of e-
commerce data grows and as the transaction data is integrated into offline data, new 
data visualization associations are required to extract useful and relevant information. 
 
In this paper, we describe a system for visualizing associations of purchasing 
transactions for two and more items.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                     
    Figure 1A: A Matrix Technique                                Figure 1B: A Graph – Based Technique 

2 Our approach 
At HP Laboratories, we have devised a “Directed Association Visualization (DAV)” 
3D system. To meet the needs mentioned previously, we attempt to visualize the 
internal relationships and implications between large volumes of transaction data. DAV 
maps the transaction items and relationships to vertices and positions on a visual 
spherical surface. DAV uses weighted edges with arrows to represent association 
directions and levels. In addition, DAV employs dynamic aggregation and hierarchical 
link lists to enhance the scalability.  
DAV integrates a well-known physics-based “Mass Spring” visualization system 
[2,5,9,10,14] into a visual mining platform [3].  DAV uses a sphere layout to place the 
most tightly related item in the center and all others around.  The most tightly related 
item is the item with the highest correlation with other item. With various association 
algorithms, DAV provides a self-organized graph. It consists of the following: 

supports 

left rules 

right rules 



 
 

1. The “distance” between each pair of items represents support. 
2. A “directed edge” represents the direction of the association. The color of the edge 

is used to represent the confidence level. 
3. A “cluster” is used to wrap around highly related items using an ellipsoidal 

surface.  

3 Component architecture 
DAV is built on a Java-based client-server model. Its architecture contains four basic 
components - initialization, relaxation, direction, and clustering.  

Figure 2 illustrates the overall architecture of DAV. Each of the above components is 
described in the following sections. 
 
3.1 Directed association definition 
In order to better understand what follows, we start with a few definitions: 
 
An association rule is of the form X→ Y where X and Y are sets of items. X is called 
the antecedent and Y the consequence of the rule. The strength of a rule is expressed by 
two factors: support and confidence. The support of rule X→ Y is the frequency of 
occurrence of X∪ Y in all transactions, i.e. support of X∪ Y is defined as the ratio of 
the number of transactions in which X and Y occurs to the total number of transactions. 
The confidence of rule X→ Y is the probability that if a transaction contains the 
antecedent, then it also contains the consequent, i.e. the ratio of the number of 
transactions that contain X∪ Y to the number of transactions that contain X. Thus if 
85% of the customers who bought printer also bought paper, and only 10% of all the 
customers bought both, then the association rule has confidence 85% and support 10%.  
The association direction is from the printer to the paper. 
 
3.2 Initialization 
DAV arranges items extracted from the web transaction data in a spherical surface.  
Items are represented as vertices.  The transaction data is described as the following: 
 
         Transactions {T1, T2, … , Tn }  
         Products {P1,… Pm}   
         Transaction Ti = {P1, …  , Pmi } i = [1..n] 
 
The initial positions of items on the spherical surface could be at random.  To avoid 
random pre-clustering, DAV distributed items equally on a sphere. The computation of 
equally spaced positions is based on a Poisson Disc Sampling [13] for approximation. 
After the computation of those positions, the most tightly related item is in the center 
and others are evenly distributed around. The tightness of an item is the sum of all 
supports to its directly adjacent items. 

3.3 Relaxation 
DAV constructs a frequency (support) matrix F. This matrix defines the stiffness of the 
spring attached to a pair of items. The strength of the relationship between items is 
represented by the stiffness of the spring. Each element contains the frequency of 



 
 

occurrence of the association in all transactions (normalized relative to the most 
frequent item). 
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fij = #trans (Pi, Pj)/max{PTk  | k= [1..m]} 
Where trans (Pi, Pj) is the set of transactions that contain Pi and Pj.  
 
DAV transforms the spring stiffness to the distance in a 3D sphere after the graph has 
relaxed and converged to a state of local minimal energy. 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.4 Direction of association 
DAV joins the antecedent of a rule with the consequence using a directed edge (arrow) 
to represent the direction of the association.  The confidence levels are given in a 
matrix D. It is obtained by dividing the support of the item set by the support of the 
antecedent of the rule.  
 
 
 
 
 
 
 
 
d(Pi, Pj) = #trans (Pi, Pj) / #trans (Pi) 

Figure 2: A Directed Association Visual Mining Component Architecture 

... 
... d1n 

 

 
 
 
 
 

 

 

 
 
 
 
 

 

 

nn n 

ii i i 

d d 

d d d 

d 

... 
... 

... 

1 

2 1 

11 
D = 

d12 
 

F = 

Data Mining Engine 

K-Means Spherical Surface 
Placement 

Support Matrix 
 

Confidence 
Matrix 

2. Relaxation 
 
 
 
 
 
 
 
 

3. Direction 
 

4. Clustering 1. Initialization 



  

dij = association confidence direction and level 
 
               Pi →  Pj 
 

To identify rules with sufficient predictive power, DAV allows users to specify a 
minimum confidence level (threshold). The asymmetry of D between Pi→  Pj and 
Pj→  Pi is defined as the following:  
 
(1) Draw an arrow from Pi to Pj 
      If confidence level (Pi ⇒  Pj) exceeds threshold but confidence level (Pj ⇒   Pi) 

does not. 
(2) Draw a double arrow between Pi and Pj   
      If both confidence levels (Pi ⇒  Pj) and  (Pj ⇒  Pi) exceed the thresholds 
 
Figure 3 only draws the items above a minimum confidence value.  The others are 
hidden. The user can easily follow the edges and directions to discover implications 
between items. For example, the user is able to find all antecedents that have “paper” 
as consequence. This visualization may help plan what the store should do to promote 
the sales of  “paper”.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.5 Clustering  
In addition to visualizing associations, DAV automatically clusters related items into 
groups using the  “k-means” algorithm [16]. DAV wraps ellipsoids around each cluster. 
The number of items in a cluster and their positions control the shape of an ellipsoid.  

4 Applications 
DAV is a java-based client-server model. It is built on a VisMine [3] platform. 
VisMine uses a web browser with the Java activator that allows the user to mine large 
volumes of transaction data. The Web interfaces are based on standard HTML and the 

Figure 3.  Directed Items with Minimum Confidence Level 



  

use of Java applets. The client can run on a notebook. The user at the client side 
visually mines the knowledge results. The server is integrated with the data warehouse 
and mining engines.  
  
We have applied DAV to several data mining visualization applications. In this paper, 
we illustrate its use in market basket analysis and customer profiling applications. 
 
4.1 A Market basket analysis 
One of the common problems electronic store managers want to solve is how to use e-
customer purchase history for cross selling and up selling. They want to understand 
which products are purchased together and when to make real-time recommendations. 
Using our  “directed association” system, we prototyped a market basket analysis 
visualization application to discover product affinities and relationships from 
transaction data. 
 
An e-commerce manager can navigate a DAV-generated product sales graph and 
answer questions on which product groups are frequently bought together, how strong 
the correlation is, and in which direction. For instance, from the previous example 
where 85% of the people who buy a printer also buy paper, this visualization may help 
determine what products should be sold together with printers. Also, it helps to find 
what products may be impacted if the store discontinues selling printers. 
Figure 4 illustrates a series of market basket analysis graphs to visualize data taken 
from one of the Hewlett-Packard sample shopping web site. The vertices (balls) 
represent products. The distances represent the support of items bought together.  
 
Figure 4 (A) illustrates the initial layout of the graph generated from a web log. In this 
sample dataset, there are 182 different products (represented as balls), 250,000 
transactions, and 1,383 edges. The color of the ball is used to show how often the 
product appears in the transaction database over a period of time. The most tightly 
related product is in the center and all others are evenly distributed around.  
 
Figure 4 (B) shows the graph after it has been relaxed with 212 iterations and reached 
the local minima. The relaxation is based on the support/product affinities. The highly 
related products are self-organized into individual groups. The user can select an area 
to zoom in for further analysis shown in Figure 4(C). Figure 4(D) represents the graph 
after zoom-in. Figure 4(E) represents the graph after automatic clustering. Each highly 
related group is wrapped with an ellipsoidal surface for visibility. DAV allows users to 
interact with the graph. When the user clicks on a cluster, such as the large cluster at 
the upper right side in Figure 4(E), the detail information (i.e. associated product 
names, prices… ) are displayed in a separate window as the user clicks on a selected 
cluster. For rapid discovery of patterns, DAV is able to monitor multiple simultaneous 
views of associated products. 
 
4.2 Customer profiling 
We applied this technology to analyze customer profiles. As illustrated in Figure 5, we 
use balls to represent customers making transactions on the web. DAV places 
customers with similar purchasing behaviors (i.e. product type, $ amount, geographical 



  

location, and income) near to each other. The store manager can rapidly discover 
patterns and issue coupons to the right customers for promotions. 
 
5 Conclusion  
Information visualization of e-commerce applications is an emerging technology. It 
needs new techniques to visualize large volumes of massive transaction data.  At 
Hewlett-Packard Laboratories, we have integrated a mass-spring system into a visual 
mining platform. We have used the system to visually mine over a dataset containing 
500,000 transactions covering 600 different products for market basket analysis. DAV 
provides a useful, fast, and interactive way for e-commerce managers to easily navigate 
through large-volume purchasing data to find product affinities for cross selling and up 
selling. Further research is continuing on scalability issues. 
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Cluster 12:  contains associated products: 
 
 P17   HP PhotoSmart Glossy Photographic Paper 
 P45   HP Photo Project Paper (8-1/2” x11”) 
 P52   HP PhotoSmart Glossy Photo Calendar Kit 
 P95   HP PhotoSmart Photo Cartridge 
 P108 HP PhotoSmart Photo Note Cards 
 P117 HP Pavilion 8480Z PC  - Refurbished 
 P137 HP PhotoSmart Glossy paper 
 P147 HP PhotoSmart Photo Postcard Paper 
     . 
     . 
     . 
  
 

Figure 4: An Example of Market Basket Analysis (Hewlett Packard E-Store) 
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(E) Self-Organized clusters 
 

 
Figure 5:  An Example of Customer Profiling (Purchasing Similar Products)  
                 Grouping 478,000 customers into 12 clusters from 171,000 real-time transactions 
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