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Abstract

Penalty approaches can be used to efficiently re-
solve collisions of dynamically simulated rigid
and deformable objects. These methods compute
penalty forces based on the penetration depth of in-
tersecting objects and there exist many algorithms
for estimating the exact penetration depth. How-
ever, in discrete-time simulations, this information
can cause non-plausible collision responses in case
of large penetrations or due to the object discretiza-
tion.

In this paper, we present a method to compute
consistent n-body penetration depth information in
order to reduce collision response artifacts inher-
ent to existing penetration depth approaches. The
method considers a set of close surface features to
avoid discontinuous penetration depths. Further, a
propagation scheme is applied in case of large pen-
etrations to avoid non-plausible, inconsistent pene-
tration depth information.

1 Introduction

Interactive simulation environments with dynami-
cally deforming objects play an important role in
computational surgery and are also of growing in-
terest to games. These environments require ef-
ficient and robust methods for basic simulation
components, such as deformation, collision detec-
tion, and collision response. While efficient de-
formable models are well-investigated, the detec-
tion of collisions between deformable structures
only recently gained increasing attention. A sur-
vey of current approaches to deformable collision
detection can be found in [Tes04b]. Based on ex-
isting approaches to deformable modeling and col-
lision detection, scenes consisting of several thou-
sand volumetric elements can be simulated at inter-

active rates [Tes03, Tes04a].
In order to realistically simulate the behavior of

colliding objects, an appropriate collision response
has to be considered. One idea commonly used
in discrete-time simulations is to generate forces
which eventually separate colliding objects. These
response or penalty forces are computed for pene-
trating object vertices as a function of their pene-
tration depth which represents the distance and the
direction to the surface of the penetrated object. In
case of deformable objects, this force computation
is intended to reflect the fact that real colliding ob-
jects deform each other. The deformation induces
forces in the contact area which are approximated
with penetration depth approaches in virtual envi-
ronments. Response forces commonly consider ad-
ditional features such as friction which is computed
as a function of the relative velocity of colliding
structures and their penetration depth.

Penetration depth approaches work very well for
sufficiently dense sampled surfaces and in case
of small penetrations. However, in interactive
discrete-time simulations with discretized object
representations, these two requirements are rarely
met. Depending on the size of the simulation
time step, large penetrations can occur which re-
sult in the computation of non-plausible penetra-
tion depths and directions. Fig. 1 illustrates this
problem. Further, discrete surface representations
can result in discontinuous penetration directions.
These discontinuities illustrated in Fig. 2 degrade
the stability of the response process.

Contribution. In this paper, we present a method
to compute consistent penetration depths and di-
rections for colliding tetrahedral meshes with tri-
angulated surfaces. In contrast to approaches that
only consider one closest surface feature, the pre-
sented approach considers a set of close surface fea-
tures to significantly reduce discontinuities of es-
timated penetration depth directions for small dis-
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Figure 1: The presented approach addresses the
problem of non-plausible penetration depth estima-
tion. Instead of strictly computing minimal dis-
tances as illustrated in the left-hand image, the ap-
proach computes consistent penetration distances as
illustrated in the right-hand image. Therefore, colli-
sion response artifacts in discrete-time simulations
are significantly reduced.

Figure 2: The presented approach also addresses
the problem of discontinuous penetration depths for
small displacements of penetrating vertices as illus-
trated in the left-hand image. Instead, smooth and
plausible approximations are computed which re-
duce artifacts in the collision response scheme.

placements of penetrating vertices. Further, a prop-
agation scheme is introduced to approximate the
penetration depth and direction for vertices with
deep penetrations. This significantly reduces arti-
facts of the penetration direction in case of large
penetrations.

The method works with any underlying deforma-
tion model and any contact model that computes
penalty forces based on a given penetration depth.
The scheme requires a volumetric collision detec-
tion approach. Although the method is primarily in-
tended to work with deformable objects, it can also
be applied to rigid bodies.

The method has been integrated into a collision
response scheme for dynamically deforming tetra-
hedral meshes. Experiments presented in Sec. 4
show that the scheme significantly reduces artifacts

compared to standard penetration depth approaches.
It provides a plausible collision response for a wide
range of simulation time steps even in case of large
object penetrations. The scheme works with objects
of any geometrical complexity, but is especially ad-
vantageous for coarsely sampled objects.

2 Related Work

Contact models and collision response for rigid and
deformable bodies are well-investigated. Analytical
methods for calculating the forces between dynam-
ically colliding rigid bodies have been presented
in [Moo88, Hah88, Bar89, Bar91, Bar93, Bar94,
Fau96, Pau04]. These approaches solve inequality-
constrained problems which are formulated as lin-
ear complementarity problems (LCP). In addition
to analytical methods, a second class of collision
response schemes is based on so-called penalty
forces. These approaches calculate response forces
based on penetration depths in order to resolve col-
liding objects. First solutions have been presented
in [Ter87, Pla88]. Penalty-based approaches have
been used in simulations with deformable objects,
cloth and rigid bodies [Moo88, McK90, Des99]. A
third approach which directly computes contact sur-
faces of colliding deformable objects is presented in
[Gas93].

Due to their computational efficiency, penalty-
based approaches are very appropriate for interac-
tive simulations of deformable objects. They can
consider various elasto-mechanical object proper-
ties. Friction and further surface characteristics
can also be incorporated. Penalty forces are com-
puted based on penetration depths and there exist
many approaches that compute the exact or approx-
imative penetration depth of two colliding objects
which is defined as the minimum translation that
one object undergoes to resolve the collision. Ex-
act penetration depth computations can be based
on Minkowski sums [Cam86, Gui86] or hierarchi-
cal object presentations [Dob93], while approxima-
tive solutions based on the GJK algorithm [Gil88]
and iteratively expanding polytopes have been pre-
sented in [Cam97, Ber01]. Further approaches are
based on object space discretizations [Fis01], em-
ploy graphics hardware [Hof02, Sud04], or intro-
duce incremental optimization steps [Kim04].

While existing approaches very efficiently com-
pute the minimal penetration depth, they do not
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address inconsistency problems of the result in
discrete-time simulations (see Figs. 1, 2). One solu-
tion to this problem are approaches to continuous
collision detection [Red04]. However, these ap-
proaches are computationally expensive compared
to discrete collision detection approaches and not
appropriate for deformable objects. This paper
presents an alternative solution to the inconsis-
tency problems. The approach computes penetra-
tion depths which significantly reduce artifacts in
the respective collision response scheme.

3 Method

This section provides an overview of the proposed
algorithm followed by a detailed description of its
four stages.

3.1 Algorithm Overview

The method takes a set of potentially colliding tetra-
hedral meshes as input and computes consistent n-
body penetration depths and directions for all col-
liding mesh points. The method proceeds in four
consecutive stages:

Stage 1 detects allcolliding points in the scene
based on a spatial hashing approach (see Sec. 3.2).

Stage 2 identifies all colliding points adjacent to
one or more non-colliding points asborder points.
Further, it detects allintersecting edges that contain
one non-colliding point and one border point. The
exactintersection point and corresponding surface
normal of the penetrated surface are computed for
each intersection edge (see Sec. 3.3).

Stage 3 approximates the penetration depth and
direction for each border point based on the ad-
jacent intersection points and surface normals ob-
tained from the second stage (see Sec. 3.4).

Stage 4 propagates the penetration depth and di-
rection to all colliding points that are not border
points (see Sec. 3.5).

As a result of this algorithm, all colliding mesh
points in the scene have an appropriate penetration
depth and direction. This information can be used
as input to any penalty-based collision response
scheme. For our experiments in Sec. 4, we use lin-
ear response forces. Further, surface friction is con-
sidered.

3.2 Point Collisions

The first stage detects all object points that collide
with any tetrahedral mesh in the scene. This vol-
umetric collision detection is accomplished by the
spatial hashing approach as presented in [Tes03].

Figure 3: The first stage classifies all mesh points
either as colliding points (black) or non-colliding
points (white).

Spatial hashing implicitly subdividesR3 into a
hash grid composed of small axis-aligned bound-
ing boxes. The algorithm proceeds in two passes:
First, all mesh points are classified with respect to
the hash grid cells. Second, the same classification
is applied to all tetrahedrons. If a tetrahedron inter-
feres with a cell, all associated points of the cell are
checked for collision with the tetrahedron. The ac-
tual collision test computes Barycentric coordinates
of a point with respect to the tetrahedron in order to
detect, whether a point collides with the tetrahedron
or not. Refer to [Tes03] for further details. At the
end of the first stage, all mesh points in the scene are
either classified as colliding points or non-colliding
points (see Fig. 3).

3.3 Edge Intersections

The second stage identifies all colliding points with
at least one adjacent non-colliding point as border
points. The underlying idea is to classify colliding
points with respect to their penetration depth. Based
on this information, the second stage finds all inter-
secting edges that contain one non-colliding point
and one border point. Moreover, the exact intersec-
tion point of each of those edges with the surface
along with the corresponding surface normal of the
penetrated mesh is computed. In order to efficiently
compute this information, the original spatial hash-
ing approach has been extended to handle collisions
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between edges and surfaces.

Figure 4: The second stage finds all intersect-
ing edges (red) of the tetrahedral meshes that con-
tain one non-colliding point (white) and one border
point (black). Further, the exact intersection point
and the corresponding surface normal are computed
for each intersection edge.

The extended spatial hashing algorithm employs
the same implicit subdivision ofR3 as described
in Sec. 3.2. In a first step, all intersecting edges
are classified with respect to the hash grid cells
by using an efficient voxel traversal technique,
e. g. [Ama87]. In a second step, a simplified box-
plane intersection test [Gre94] is performed to clas-
sify all mesh faces. If a face intersects with a hash
grid cell, all associated edges of the cell are checked
for intersection with the respective face. The ac-
tual intersection test computes Barycentric coordi-
nates of the intersection point in order to detect,
whether the edge intersects the face or not. In ad-
dition, the Barycentric coordinates can also be used
to interpolate a smooth surface normal based on the
three vertex normals of the face. This results in a
smooth approximation of the penetration direction
(see Sec. 3.4).

Each edge can possibly intersect with more than
one mesh face. Therefore, only the intersection
point nearest to the non-colliding point of the edge
is considered in further stages.

At the end of the second stage, each border point
is adjacent to one or more intersection edges. Fur-
ther, all intersecting edges have an exact intersec-
tion point and a corresponding surface normal (see
Fig. 4).

3.4 Penetration Depth and Direction

The third stage approximates the penetration depth
and direction for all border points based on the ad-

jacent intersection points and surface normals com-
puted in the second stage.

Figure 5: The third stage approximates the penetra-
tion depth and direction for all border points based
on the adjacent intersection points and surface nor-
mals.

First, the influence on a border point is computed
for all adjacent intersection points. This influence
is dependent on the distance between an intersec-
tion and a border point. The respective weighting
function has to be positive for all non-zero distances
and increasing for decreasing distances. Further, it
has to ensure convergence to the penetration depth
information with respect to a intersection pointxi

if a colliding pointp approachesxi. This leads to
the following weighting function for the influence
ω(xi, p):

ω(xi,p) =
1

‖xi − p‖2
(1)

with xi denoting an intersection point andp de-
noting the border point. The weighting function
does not have to be normalized, since this would not
avoid any normalization steps in further process-
ing. The weight is undefined for coinciding points.
However, the first stage ensures that there is no col-
lision detected in this case. The penetration depth
d(p) of a border pointp is now computed based on
the influences resulting from (1):

d(p) =

∑k
i=1(ω(xi,p) · (xi − p) · ni)

∑k
i=1 ω(xi, p)

(2)

with ni denoting the unit surface normal of the pen-
etrated object surface at the intersection point. The
number of intersection points adjacent to the bor-
der pointp is given byk. Finally, the penetration
direction r̂(p) of a border point is computed as a
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weighted average of the surface normals

r̂(p) =

∑k
i=1(ω(xi,p) · ni)
∑k

i=1 ω(xi,p)
(3)

and the normalized penetration directionr(p) is ob-
tained as

r(p) =
r̂(p)

‖r̂(p)‖ . (4)

At the end of the third stage, consistent penetra-
tion depths and directions have been computed for
all border points (see Fig. 5). In contrast to exist-
ing penetration depth approaches that consider only
one distance, the weighted averaging of distances
and directions provides a continuous behavior of the
penetration depth function for small displacements
of colliding points and for colliding points that are
adjacent to each other. Non-plausible penetration
directions due to the surface discretization of the
penetrated object are avoided.

3.5 Propagation

Based on the computed penetration depth informa-
tion for border points, the fourth stage propagates
the information to all other colliding points that are
not border points (see Fig. 6). This is in contrast to
existing penetration depth approaches that compute
the penetration depth for all points independently.
The idea of the propagation scheme is to avoid non-
plausible penetration depths in case of large pene-
trations.

Figure 6: Stage 4 propagates the penetration depth
and direction to all colliding points that are not bor-
der points.

The propagation is an iterative process that con-
sists of the following two steps: First, the current
border points are marked asprocessed points. Sec-
ond, a new set of border points is identified from

all colliding points that are adjacent to one or more
processed points. The iteration is aborted, if no new
border points are found. Otherwise, the penetra-
tion depth and direction for the new border points is
computed based on the information available from
all adjacent processed points.

Similar to the method described in Sec. 3.4, a
weighting function is used to compute the influence
µ(pj ,p) of an adjacent processed pointpj on a
border pointp:

µ(pj , p) =
1

‖pj − p‖2
. (5)

Based on the influencesµ(pj ,p), the penetration
depthd(p) of a border pointp is computed as:

d(p) =
∑l

j=1(µ(pj , p) · ((pj − p) · r(pj) + d(pj)))
∑l

j=1 µ(pj ,p)

with r(pj) denoting the normalized penetration di-
rection of the processed pointpj andd(pj) denot-
ing its penetration depth. The number of processed
points adjacent to the border pointp is given byl.

Figure 7: The algorithm computes consistent pene-
tration depths and directions for all colliding points.

Finally, the penetration direction̂r(p) is com-
puted as a weighted average of the penetration di-
rection of the processed points adjacent to the bor-
der point as

r̂(p) =

∑l
j=1 µjrj

∑l
j=1 µj

. (6)

and normalized

r(p) =
r̂(p)

‖r̂(p)‖ . (7)

At the end of the fourth stage, all colliding points
have a consistent penetration depth and direction as-
signed (see Fig. 7).
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4 Results

We have integrated our method in a simulation envi-
ronment for deformable objects based on [Tes04a].
Various experiments have been carried out to com-
pare the quality and performance of the proposed
method with the standard closest-feature approach.
All test scenarios presented in this section have been
performed on a PC Pentium 4, 3 GHz, GeForce FX
Ultra 5900 GPU.

In a first test, two deformable cubes consisting
of 1250 tetrahedrons are simulated. Large penetra-
tions between the objects occur due to the high rel-
ative velocity and the discrete-time simulation. As
illustrated in Fig. 8, the standard approach fails to
compute a consistent penetration depth. This results
in a non-plausible collision response. Employing
our approach to the same scenario results in consis-
tent, plausible penetration depth information.

The second scenario simulates 120 deformable
spheres consisting of 2400 tetrahedrons. Start-
ing from a random position, they build a stack of
spheres. Computing the penetration depth with the
standard approach leads to heavy artifacts. The
spheres tend to stick together due to inconsistent
handling of penetrated object points. In this case,
inconsistent penetration depths and response forces
cause non-plausible equilibrium states. By applying
our approach, these response artifacts are avoided.
Fig. 9 illustrates this second experiment.

A variety of deformable objects are simulated in
the third scenario which is illustrated in Fig. 10. Our
approach computes consistent penetration informa-
tion throughout the entire simulation and resolves
all collisions in a plausible way. At the end, a stable
resting contact between all objects is maintained.

Our approach scales linearly with the number of
colliding points. In all experiments presented in this
section, an average time of 35µs is needed for re-
solving a colliding point. Most time is spent for de-
tecting the edge intersections required by the second
stage of the method (see Sec. 3.3). We experienced
similar computational costs to calculate the closest
feature in the standard approach.

5 Discussion

While the presented approach eliminates many col-
lision response artifacts inherent to existing ap-
proaches, there still exist configurations where a

plausible collision response can not be computed.
If a colliding object is entirely enclosed by the pen-
etrated object, the algorithm presented in this paper
does not compute any penetration depth, since there
are no border points. The response scheme would
not generate any forces until at least one object
point leaves the penetrated object. In contrast, stan-
dard approaches would compute penetration depth
information for all object points and probably re-
solve the collision in an arbitrary direction. How-
ever, if at least one object point of a colliding ob-
ject is outside the penetrated object, the presented
approach is likely to compute plausible and consis-
tent penetration depth information for all colliding
points. Further, there exist cases of objects cross-
ing each other, where neither the existing nor the
proposed approach are able to compute useful pen-
etration depth information.

The presented approach does not compute the
penetration depth according to its definition. In-
stead of computing the shortest distance to the sur-
face of the penetrated object, the approach approx-
imates the penetration depth only for points close
to the surface. For all colliding non-border points,
the depth is propagated from border points with-
out considering the penetrated object. This supports
consistency, but leads to results that can differ sig-
nificantly from the actual penetration depth accord-
ing to the definition. However, this disregard of the
definition eliminates many artifacts in the respec-
tive collision response scheme. Further, if colliding
points converge to the surface of a penetrated ob-
ject, the computed penetration depth converges to
the exact penetration depth.

6 Conclusions

We presented an approach to consistent penetration
depth estimation. In discrete-time simulations, the
method eliminates many collision response artifacts
inherent to existing penetration depth approaches.
Instead of computing only the closest surface fea-
ture for colliding points, a set of surface features is
considered to avoid dynamic discontinuities of the
penetration depth function. Further, the penetration
depth is only computed for colliding points close
to the surface, whereas consistent information is
propagated to colliding points with larger penetra-
tions. In general, the algorithm is faster than stan-
dard penetration depth approaches due to the prop-
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agation process. Experiments with dynamically de-
forming objects have illustrated some advantages
of the consistent penetration depth estimation com-
pared to existing methods.
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Figure 8: Two colliding deformable cubes. The standard closest-feature approach shown in the first row
causes non-plausible penetration depth information in case of large penetrations. This causes artifacts in the
collision response scheme which are eliminated with the presented approach illustrated in the second row.

Figure 9: 120 colliding deformable spheres. The first three images illustrate the sticking artifact of the
standard penetration depth approach. These non-plausible equilibrium states are avoided with the presented
approach as shown in the three images on the right-hand side.

Figure 10: Various colliding deformable objects. This scenario illustrates that the presented approach can
be used for realistic collision response for objects with varying characteristics. In this scene, convex and
concave objects of different size are simulated.
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