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Interactive 3D Video Editing

Abstract We present a generic and versatile framewotkchnology still offers room for improvement, we can ex-
for interactive editing of 3D video footage. Our frameworlpect realiable, depth-enhanced video acquisition in tlhesye
combines the advantages of conventional 2D video editity come. At the same time, three-dimensional and view-
with the power of more advanced, depth-enhanced 3D videdependent video emerged as a novel media technology en-
streams. Our editor takes 3D video as input and writes bahling a variety of 3D special effects. In most cases, multi-
2D or 3D video formats as output. Its underlying core datagiew video streams are combined into a spatio-temporal rep-
tructure is a novel 4D spatio-temporal representation whicesentation which can be re-rendered using view interpola-
we call thevideo hypervolume. Conceptually, the processingtion. It has turned out that adding geometry greatly helps
loop comprises three fundamental operatshi€ing, selec- to achieve production quality when interpolating between
tion, andediting. The slicing operator allows users to visualviews of sparsely sampled cameras. Some approaches com-
ize arbitrary hyperslices from the 4D data set. The selactipute depth implicitly from the 2D video data [30] using vi-
operator labels subsets of the footage for spatio-temposain algorithms, whereas others [28] explicitly assume ge-
editing. This operator includes a 4D graph-cut based algametry or adapt template geometry [5]. In spite of the afore-
rithm for object selection. The actual editing operators imentioned activities, however, relatively little resdaedfort
clude cut & paste, affine transformations, and composititigs been devoted to the problem of efficient and intuitive
with other media, such as images and 2D video. For higéditing of three-dimensional video.

quality rendering, we employ EWA splatting with view- | this paper, we present a generic framework for inter-
dependent texturing and boundary matting. We demonstratgjve editing of 3D video footage. It extends on existing
the applicability of our methods to post-production of 3[gncepts for two-dimensional video and combines their con-
video. ceptual simplicity with the power of depth-enhanced video
data. The multi-dimensional, spatio-temporal nature of 3D
video leaves its editing highly non-trivial, but, at the sam
time, allows for a variety of novel features. Our framework
is based on explicit 3D geometry and assumes its avail-
ability through some 3D acquisition system. Its design in-
1 Introduction volves various novel features and methods leading to the
following main contributions: First, we developed a novel

In recent years, significant progress has been made in 4e-Spatio-temporal representation—the so-callieigo hy-
quisition of dynamic three-dimensional objects and scen@§rvolume—for intuitive handling and editing of the four-
Besides numerous prototype systems for depth imd ensional data. The video hypervolume irregularly sam-
scanning, commercial sensors, such as 3DV SysterR€S the four-dimensional space-time domain to represent
ZCam™M (http://ww.3dvsystems.com), have become avaffynamic 3D scenes. Second, we designed a concept for
able and provide solutions for studio setups. The myideo editing which is based on three fundamental operators
jor application of such systems is to facilitate forground®iCing, selection, andediting. In particular, we present a 4D

background separation and other operations for po8fi€ct selection algorithm based on graph-cuts. To convey
production of conventional 2D video footage. While thi§Pi€ct boundaries the user indicates object and non-object
regions in the spatio-temporal domain by painting on the sur

faces with a 3D paintbrush. In addition, we provide a set of
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2 Michael Waschbiisch et al.

1.1 Related Work 1.2 Overview

3D \ideo. Over the last years, three-dimensional vide@ur system complements the 3D video acquisition and re-
emerged as a novel media technology for re-rendering @nstruction pipeline with an editing framework for post-
multi-view video data. It can be seen as a natural extdproduction as illustrated in figure 1. It is based on a novel
sion of 2D video to the spatio-temporal domain. On th@ur-dimensional data model which represents appearance
one hand, 2.5 D representations as used in the image-ba@ geometry of the scene as point-samples in spacetime.
visual hulls approach (IBVH) [11] extend video imagenyVe call this representation a video hypervolume (section 2)
with view-dependent depth of the acquired surfaces as ¢ipme implementation issues are discussed in section 6.
tained by computer vision methods. While the IBVH em-

ploys shape-from-silhouettes methods, Zitnick et al. [30]

use depth-from-stereo algorithms for this purpose. The lat Interactive 3D Video Editing

ter renders novel imagery using view interpolation. Simpli
editing tasks can be performed, such as cloning and tim
shifting of objects. However, due to its view-dependent ni
ture complex editing tasks are not easily possible. On tI
other hand, there exist systems with explicit 3D geometn
such as triangular meshes [17,5] or 3D point samples [2=,
28, 24], featuring non-uniform, view-independent hangllin
of captured objects or scenes. However, none of these ap-
proaches tackled the challenge of designing an editing sys-
tem for 3D video. One common editing task for seamless cut
& paste of objects into new environments would be relight-
ing. However, as shown by Theobalt et al. [21] extracting T Selection Editing
reflectance properties from time-varying multi-view videg. i -

data is a challenging task and no solution for high-qualifyd- + The 3D video editing framework.
re-rendering has been proposed so far.

Video
Hypervolume

2D Rendering

Slicing Selection Editing

3D Acquisition

The editing framework is based on three operators: Slic-
ing, selection and editing. Thaicing operator (section 3)
o o ] provides an intuitive interface to interact with the four-
Image and Video Editing. Our work is inspired by 2D video dimensional domain. It transforms selected parts of the 4D
editing where a variety of visual effects production tools e gata set from the video hypervolume to a cloud of 3D point
ist to support typical 2D video editing tasks. But this prosamples. The slice orientation and position can be changed
cess is often tedious, time-consuming and sometimes Of{yeractively. With thesel ection operator (section 4) the user
possible by introducing constraints on the scene. For igan mark regions or objects of interest. While the former can
stance, extracting foreground objects from the backgroupd performed using marquee, lasso or paintbrush tools, the
is only possible for objects recorded in front of a specigktter requires the notion of object boundaries which we in-
coated background. However, without the use of dedicatggduce using a graph-cut selection scheme. Users guide the
backgrounds, i.e. in natural environments, real-time@yi selection process by painting with an object brush and with
becomes much more diffucult. Yet, recent research targgtgackground brush. If the object is disconnected from other
video cutout with arbitrary backgrounds using manual inte§cene parts, object segmentation is often very easy due to th
action and graph-cut techniques [9,23] by extending imaggderlying 3D geometry—unlike in 2D video editing. All
.Cu.tout.methods [10, 18] Our 3D V|deo ?elec“on frameWO%lected parts can be m0d|f|ed by a Seeab'nng Operators
is inspired by these approaches. The video cube [7,8]—alg@ction 5). Operations make use of the explicitly modeled
employed by Wang et al. for their video object cutout—igcene geometry and include cut & paste, spatial and tem-
based on the concept of displaying video data as a thrg@ral translations, rotations and scaling. During contposi
dimensional volume where arbitrary slices through the vghg handling of occlusions is provided for free. Our unified
ume generate spatio-temporal visualizations. While similhandling of space and time naturally supports editing opera
to our video hypervolume representation the additional djpns exploiting both spatial and temporal coherence.Sele
mension and irregularity of 3D video data introduces sonign and editing are applied directly on a cloud of 3D point
more challenges. Proscenium [2] is a video editing framgamples which can be rotated interactively using an arcball
work which uses and extends the video cube representafi@@rface. The invisible, fourth domain can only be accdsse
by distortion and warping operators. by defining a different slice. Upon completion of an editing
Geometry information can also be used to facilitate conperation the datain the current slice is back-propagated i
ventional 2D video editing. Snavely et al. [20] utilize deptthe video hypervolume. By operating on the slice only, we
maps to stylize movies with various non-photorealistic refeverage interactive editing of the huge 3D video data sets.
dering techniques. A typical editing session is illustrated in figure 2.
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Interactive 3D Video Editing 3

Fig. 2 Our interactive 3D video editing combines the advantagé&bofideo editing with depth-enhanced 3D video streams. Hednto right:
Interpolated view of the 3D video input data; hyperslicingdveal the time domain where selection and editing istintuand easily performed;
cutout of a 3D video object; composite 3D video with addiibRD and 3D objects, new background and shadow mapping.

2 Video Hypervolume

Interactive editing of 3D video footage requires a primativ
and a data representation that allows for unified handling of
space and time. We choose to build our editing framewark
onirregular point samples in the four-dimensional spaceti
domain. Each point sample represents a point on a scine
surface with a positional coordinatg,y,z) and a time co-
ordinatet. The point sample has some nice properties fo
representing 3D video data samples. Primarily, it does ng
need explicit topology and, hence, no connectivity informa
tion has to be constructed and maintained over time. Se¢
ondly, it encodes explicit 3D scene geometry and color in & -
homogeneous way. Furthermore it can be flexibly extended
to contain more application-specific data like more sophis-
ticated material properties or object labels. Inspired sy r
search on visualizat_ion of time-varying volumetric Qata [kig. 3 The video hypervolume.
13] we introduce the&ideo hypervolume as representation of
the point-sampled data. Thereby, space and time are consid-
ered as compound entities and facilitate the design of a ugiife R*. In the spatial domain, the samples are irregularly
interface to conveniently support editing operations,ilsim placed on the surfaces, whereas in time we usually deal with
to video cubes for 2D video [7,8]. By applying hyperslicregular sampling resulting from distinct video frames af th
ing and projection methods (see section 3), we can explagquisition system. In terms of storage efficiency, the hype
both spatial and temporal coherence during editing. Figurgolume has some advantages over a dense regular grid due
illustrates the video hypervolume. to the sampling irregularity and the level of sparsity of 3D
The point-sampled video hypervolume fits nicely intgideo data. Designing in-core and out-of-core compression
existing frameworks for processing of point-sampled georschemes is left for future work.
etry [31]. This enables to utilize a variety of post-protegs  The point samples in the video hypervolume can be eas-
operations for outlier removal [25], redundancy eliminaty constructed by back-projecting the image pixels from th
tion [19], and geometry smoothing [14]. Many of these alcquisition cameras using the corresponding depth informa
gorithms are independent of the number of dimensions afign. To generate hole-free renderings as output, each pro-
thus, can naturally be extended to integrate time coherenig@tion of a point onto the screen has to cover a certain area
For instance, we reduce redundancy in the supplied 3D viagfopixels. The traditional method for static point clouds is
data using a point clustering algorithm [15]. to use surfels [16] which are small 2D ellipses tangentially
aligned to the surface. In our data model, surfels would pro-
Data Model. The video hypervolume can be constructed invide a full surface coverage in the spatial domain only. To
dependently from the 3D video acquisition system, usir@§so cover the time domain, we generalize them to 4D hyper-
e.g. depth and color images as an input. It does not imp&asfels representing small ellipsoidal hypervolumesth
any constraints on the setup of the acquisition camerasfagypersurfel is constructed from four orthogonal vectors
long as occlusions can be resolved. Each point sampletin - -, ta, ti = (t,ty;, tz;, &) spanning a 4D Gaussian ellip-
the video hypervolume carries a set of attributes desaibigoid with covariance matri¥ = (ty,...,tp) - (tg,...,ty)7.
local surface properties like position, orientation antbco The first three vectors describe a conventional surfel, i.e.
Identification of a specific sample is done via its position ad 2D Gaussian ellipse embedded in the 3D spatial domain.
tributep = (x,y,zt)" which is a vector in Euclidean spaceHence t; andt; are tangentially aligned to the surface with

Space (x, Y, )
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4 Michael Waschbiisch et al.

tx1 = txo = 0, andts is set to zero. The time domain is cov-

ered byt; = (0,0,0,At)T, whereAt denotes the temporal XY,z

sampling density which corresponds to the frame rate of tne o 2 o ©O o

video. o ~ /[g ° °®
The tangent vectoity andt, may be obtained by any of o ° o /O o

the available point-based algorithms, e.g. [31]. Altelkedy, o o9 5%

if the acquisition system is able to provide stable depth gra Q9 °o o /; (%) ®

dients, they can be computed by back-projecting the foot- >t

print of an image pixel to three-space. Based on the projec-

tionx =C~1.d-(u,v,1)T +c of a pixel with coordinates Fig. 4 Samples of the video hypervolume (orange) are intersedited w
(u,v) and depthd to a 3D pointx via a camera with pro- the hyperslice (blue) and projected onto its center plane.

jection matrixC and centerc, the tangent vectors can be

computed by differentiation as

Three-dimensional position® = P; - R - p are obtained

(txa,tyy,t) =C - (d-(1,0,0)T +dy- (u+1,v,1)T), (1) by arotatiorR of p into a coordinate system locally aligned

A1 T T at the hyperplane followed by a parallel projecti®nalong
(ba, by tz) = €+ (d-(0,1,0)7 - (uv+1,1)7), (2) thet-axis. The local coordinate system is spanned by four
whered, andd, are the directional derivatives of the deptfrthonormal COILT‘m” vectorsy, ..., tg with t; = n, yielding
map. R = (t1,t2,t3,t4)" . For 2D rendering of the projected 3D
point samples using EWA volume splatting (see section 6),
the covariance matrices have to be projected accordingly by
computingV’ = P-V - PT which results in descriptions of
three-dimensional Gaussian ellipsoids.

3 Slicing

To be able to view data from the video hypervolume we have

to generate different views on the data set by projecting its

four-dimensional data into 2D screen space. This process is

calledslicing. Apart from the standard projection showing-2 User Interface

a 3D video frame at a single time instant, arbitrary projec-

tions can be used to visualize and edit the underlying dafdie slicing operator is used to navigate in the video hyper-

Slicing is performed using a two-stage projection. Finst, ivolume. In the most common case, the slice is orthogonal

a process called hyperslicing [27], a subset of the 4D poiat thet axis and corresponds to a single 3D video frame.

samples is projected to 3D. The resulting 3D point cloud @rientation of the 3D point cloud can be controlled interac-

then displayed using conventional point rendering methodisely using an arcball interface. The user can select a spe-

see section 6. Note that the actual projection operatians aific frame using a slider to control the slice positidrin

only carried out in the rendering process. Editing tools dlme. Moreover, he can adjust its thickness by defining

operate on the original 4D points of the current hypersliée and out points—quite similar to 2D video processing—

in order not to lose information. Our editing system allowsesulting in multiple frames getting displayed. This easil

to perform hyperslicing arbitrarily, providing the usertvi allows to identify static and dynamic scene parts.

views of both spatial and temporal scene information. This For spatio-temporal editing it is also interesting to visu-

facilitates the application of editing operations in spand alize the time domain on the screen. This facilitates it

time. In the following, we first describe mathematical despatio-temporal selection as described in the next section

tails of hyperslicing and then present the user interface fphe user can define arbitrarily oriented slices by drawing a

navigating in the video hypervolume. line on the screen representing the hyperplane. This conve-
niently allows to generate slices through a specific objéct o
interest, as can be seen in figure 2b. The slider now gener-

3.1 Hyperslicing ally controls the movement of the slice through the video
hypervolume. The slice thickness can be increased such that

Hyperslicing extracts a three-dimensional subspace flh@m fa greater part of the orthogonal, fourth dimension gets pro-

4D volume by intersection with a hyperplane. It selects glicted onto the screen. When the user defines the new slice,

points p € R* fulfilling the plane equatiom-p —d = 0, the system automatically computes its rotation maiky

wheren € R* is the normal of the plane ardlits distance determining its local coordinate system according to the

from the origin. To comply with the sparse, irregular sandrawn line and the current view. Figure 5 shows the vec-

pling of our video hypervolume, we extend this proceduterst,, t, andts which are all constructed within the current

as depicted in figure 4 and select all points within a specifiyperslicet; andts are located in the current image plane,

distanceAd from the plane by solving t; is orthogonal to the drawn line and defines the normal of
the new slicet, is orthogonal to the image plang.is not
In-p—d| < Ad. (3) depicted as it is orthogonal to the current hyperslice.
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Interactive 3D Video Editing 5

hyperslice the 3D center point with help of thebuffer. By considering
'Q z-values of all pixels within the screen-space footprinthef t
hypervolume projected spherical volume the intersection point of tloépi

.28 ing ray with the scene can be determined very robustly. The

user can chose the depth of the sphere as either determined
by the nearest-value or by a median filter over alvalues.

The former can be used for selecting small surface patchesin
front of a bigger surface without the need to exactly click on
them. The latter can be employed for selecting the densest
surface without considering small surface patches.

Fig. 5 Non-orthogonal slices are generated by calculating theired
rotation matrix simply from a line drawn onto the screen.

4.2 Object Selection

The captured 4D data set does not supply the user with ob-
4 Selection jectboundaries or labels. However, for complex editingsas
such alabeling is essential. Therefore, we introduce ahgrap
The selection operator is the key to subsequent 3D videgt based algorithm to associate such labels. We use the
editing tasks. The 4D data does not feature object labels 8B paintbrush and the marquee selection tools introduced
dicating conceptually connected data samples. For this pi the previous section to specify the necessary consstaint
pose, our framework provides a graph-cut based algorithwith the paintbrush the user can mark surface patches which
to associate such labels for further editing operations. Bshould be selected (red paint) and patches which should not
first we introduce some basic selection tools. be selected (blue paint). The marquee selection toolsrigree
paint) are used to define a spatio-temporal region of inter-
est, thereby excluding large uninteresting regions anddpe
4.1 Selection Tools ing up the min-cut optimization significantly. Performirggt
optimization on whole 3D video data streams is not feasible
The user can view and select objects both in space and alimgractively.
trajectories in time using the slicing operator. By takinlg a  The status of all data samples marked with green paint
vantage of the underlying 3D geometry, accurate selecfiong then determined by invoking a min-cut optimization after
objects and regions of interest is sometimes already pessihitting a button in the interface. Upon completion, the user
by using basic selection tools. can refine his markings using the selection tools and run the
optimization again. Figure 6 illustrates the object sédect
Marquee and Lasso Selection Tools. Similar to 2D photo operator.
editing applications our framework provides marquee and
lasso selection tools. With these tools users are intijtiv
able to select large areas of the visualized slice. Users d
2D regions on the screen which get extruded into the sli
domain for 3D selection using the current virtual camera p
rameters. In this way a whole subvolume and possibly hi
den surfaces are selected. However, by rotating the vie
data the user easily sees where hidden surfaces are
lected and can work on the selection using different sedacti
modes. Our framework provides addition, difference and ipig. 6 Object selection. Left: The user wants to select a person and

tersection modes. marks her with red paint, the floor with blue paint and the oagif
interest with a rectangular marquee selection. Middle: flits¢ invo-

. ) . . cation of the min-cut optimization wrongly marked samplaste wall
3D Paintbrush. Another selection tool is the paintbrush als@ehind the person. Right: After specifying more paintbrstsbkes, the

known from 2D photo and video editing applications to paimfptimization completes with a satisfying selection.

selections or colors. However, due to the additional dimen-

sion we have to define a 3D footprint of the paintbrush. Intu-

itively we define the 3D paintbrush as a spherical volume in

3D. We determine the 3D center point by calculating the 3D

position of the front surface data sample at the 2D screeh3 Graph Construction

space coordinate of the mouse pointer. 3D data points are

selected if they are contained in the spherical volume atoufhe object selection problem can be interpreted as a graph
the center point and are determined using a range quenyadheling problem. Each data sample is assigned a unique la-
the underlying kd-tree structure (see section 6). We cateulbelx € {1(S),0(N) } where 1 means the data sample belongs
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6 Michael Waschbiisch et al.

to the selectioniS) and 0 that it does not belong to the seleaata samples and exclude unrelated data samples too. In our
tion (N). We construct a 4D grap¥ = (¥,<7) on the 4D current implementation we skto 8.
hypervolume bounded by the region of interest. The node
set? are all data samples which have been defined as the o
spatio-temporal region of interest. A nodeepresents a data4-4 4D Graph-Cut Optimization
samplep; with labelx;, color ¢;, surface normah;, as well ) )
as possib|y a user assigned |abﬁ|Unassigned nodes areSlmll.ar to work on 2D video cutout [9,23] we define a cost
tagged as 0. The position of the data sample is not considoction E on the constructed graplf. The 4D graph-cut
ered in the graph directly. However, we require the position@lgorithm then solves the object labeling problem by mini-
information to generate the graph arcs. Furthermore, we d@izing the following energy:
fine .4 as the scene at a time instdanFigure 7 illustrates _ _ .
the 4D graph construction. E(RT) i;/ Eo(pi,¥)+A S Ei(pi,py)
(uv)e

+Ary Er(pi,pj)

(uv)Eer

The optimization assigns labeksfor each data samplp;
- / t7 in nodei. P denotes the solution to this problem with user

(4)

assigned labelE. Figure 7 illustrates the different terms of
the energy functionEp is the likelihood energy whild
andEr are the prior energie€p measures the accordance
of the color of a data sample to the color models assembled
from the user-assigned labels. and Ey assess the color
and geometry differences between spatially and temporally
adjacent samples. They penalize strong color and normal de-
viations and ensure spatial and temporal coherence in the se
lection process. We employ the max-flow algorithm from [3]
to minimize the energ§ (P) in Equation (4).

¢

Space %2 Likelihood Energy Ep. We assemble two Gaussian Mixture

Models (GMM) by sampling the colay of the data samples
Fig. 7 When constructing the 4D graph, any data sample or data Mith user-assigned labels [18]. One GMM is built for the
gion contributes to the graph according to intra-frame ateriframe “selected” sampleg = S and one for the samplgs = N
neighborhoods and energies, as well as to virtual nodesdatthener- marked as not to be selected. The likelihood energy can then
gies. be defined as:

- . =S ¥=N y=0
We construct the intra-frame areg by connectingpa- D3
tially adjacent data samples in the same time insgarfthe Epo(pi =9 0 @ DstDn
data samples are irregularly sampled in spacetime and do not Ep(pi=N) 00 0 Dy

g Dn+Dn
feature connectivity. Hence, we have to calculate the spa- — X NN
tially adjacent samples by using range queries—quite coH2€e energies in the first two columns ensure that the user-

trary to similar approaches in 2D video cutout [9)] whicf@ssigned labels are not violated with the optimization pro-

have explicit neighborhoods on the pixel grid. We apply a 3g£dure. Since most nodes have no lalpe0) we have to

Kd-tree (see section 6) for this purpose and generate arcsgglculate data costs for these nodesandDy. As in [18]

all data samples which lie inside a sphere with given raditey aré normalized for determining the final energy (third

(orange sphere infigure 7), typically 0.02 m in our metric ef0/umn). To check whether the data samples belong to the

vironment. We take the neardstlata samples and exdudes_ele_cted or unselected_reglon we determine the negative log

evidently unrelated samples with mean color or normal difkelihood Ds andDy using the GMMs:

ferences over a certain threshold (usually 0.1). D _SIN) =
Inter-frame arcs# connectemporally andspatially ad- sn(pi=S[N)=

jacent point samples in adjacent time instaftg that are K =

located within a given 3D radius, typically 0.04 m. We also —log ) wigne

use a Kd-tree for this purpose, created in the corresponding k=1

time instantg & 1. We initialize the range query by projectyy and 5 are the mean color and covariance of thth

ing the data sample (orange point in figure 7) from time@ component of the GMM angy are the weights and consider

t+1 (yellow points in figure 7). Note that the radius has to ibe number of samples closest to #ath component of the

higher than for the intra-frame arcs due to non-regular sa@MM. We useK = 5 Gaussians which provides satisfying

pling and motion. Furthermore, we only take #y@ nearest results in our editing framework.

(ci *Hk,gN)TZQéN (Ci—Hign) (5)
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Interactive 3D Video Editing 7

Prior Energies E; and Ey. We adopt the global link costs Compositing and Shadow Mapping. We provide various
from [23] and extend them by geometry information. Bezompositing operators with other media, e.g. images, @deo
sides considering color differences we weight the normahd virtual objects. They can be inserted into the video hy-
differences between adjacent data samples in a similar wagrvolume by conversion to point samples. Alternatively, w
The intra-frame and inter-frame energkgscan then be de- allow for insertion of textured meshes during the final ren-
fined in a similar way: dering phase. To seamlessly blend objects with new back-
grounds we adopted a shadow mapping technique [26] to
cast shadows of inserted objects into the new background.
Again, this is leveraged by the underlying explicit 3D geom-
etry. More realistic compositing can be achieved by adgptin
The gradientd defines the color or normal difference bethe scene’s illumination conditions. However, for thispur
tween two nodesi andv which the link connects. Thg’s  Pose time-varying reflectance properties of the scene need
represent the intra-frame and inter-frame variance of tkgbe calculated. This is an interesting challenge for fitur
color or normal gradients. In our current implementation w&ork.

do not calculate the variances but empirically get= 0.08

andn, =0.12.

Eyr = B/ @) | (—0R/ @05y r)) ©)

6 Implementation Details

Data Structures. Interactive visualization and editing of the
video hypervolume requires data structures providing effi-

- . . . cient access to the samples. We implemented a two-level
Editing operations are leveraged using the slicing and:selg proach that relates to the general structure of our gditin

tion operators d_e_scrlbed m_the previous sections. Our SLl’|’(f%){mework. The first level of the data structure represents
ported set of editing operations is simple yet becomes VELY.

owerful in our framework and with the underlving 4D rept ¢ entire four-dimensional video volume. As typical asces
rpesentation ying ppatterns do not select single points but whole sub-volumes,

aregular grid has proven to be very efficient, stored as a spa-
tial hash map for efficient access. Moreover, the grid can be

updated very quickly if the user adds, removes or transforms

Cut & Paste. After slicing and selection, the user can erT$‘)oints during the editing session. In our current implemen-
ploy a clipboard to perform cut or copy operators for Sgtion, the whole video volume still has to fit into the com-
lected regions or objects. The data in the clipboard can theiers main memory, but this structure is easily exteredibl
be used to paste objects to other hyperslices, other SCERE§,t-of-core data structures that dynamically load the de
or to clone objects. Compositing of multiple scenes can Rieq grid cells into memory using efficient cashing strate-
done conveniently by first loading all the scenes together at.q [12]. The editing itself only takes place in the 3D pro-

different places in the video hypervolume and then movinigetion of a selected hyperslice. For efficient renderihg, t
their objects around. Objects can be easily removed with points are stored as vertex arrays in main memory. Edit-

leaving holes in the background scene if the acquisition syg operations typi ; -
. p ypically need fast access to single pdius.
tem was able to capture the background behind the Oblﬁ‘ges are very efficient and widely used for that purpose in

from a suitable viewing angle. Note that compositing in theagitional point processing frameworks [31]. In our imple

spatial domain becomes very convenient because our repimiation, we build and update a Kd-tree on the fly as soon

sentation explicitly stores the scene geometry. as a query for a specific point is performed. The Kd-tree can
be represented just as a reordering of the vertex arrays, Thu

) ) ] no additional storage is needed.
Transformations. We can apply arbitrary affine transforma-

tions to the selection. Transformations are straight-éwdv

and intuitive in the case of a hyperslice orthogonal tottheRendering. Slices of the video hypervolume are rendered
axis. On the other hand, by using other hyperslices we carsing EWA splatting [31]. To generate smooth transitions
veniently perform translations in time. To this end, therusbetween foreground and background pixels we use a bound-
simply generates a hyperslice non-orthogonal to the tiraey matting technique similar to [30]. It applies an alpha
axis. The translation operator nicely shows the posdiilit ramp at the boundaries of all objects—edited and non-
of a uniform spacetime representation. Other transfoonatiedited—and renders those splats semi-transparent. Addi-
operators include rotation and scaling. The user can rotétmally we dynamically compute view-dependent textures
objects freely in spacetime, even from the temporal into thike in [4] by back-projecting the images of the color-camer
spatial domain, creating interesting novel effects likaurail- onto the geometry and applying unstructured lumigraph ren-
ization of movement trajectories. Note that in all cases, odering. To achieve correct projection for objects rotated d
clusions are correctly resolved for free by our explicit 3hg editing, all changes in orientation are tracked by agran
geometry. formation attribute for each object.

5 Editing

Published in The Visual Computer 21(8-10):629-638 (2005).
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“ W W:

Fig. 8 Our 3D video studio consisting of four acquisition brickgruStured light patterns illuminate the scene to suppa@t3h reconstruction.

7 Results and Discussion purpose. The sequence shows the generation of a “clone” in
the same scene and subsequent scaling and transformation

Our input 3D video footage was generated using a sy§-the sofa. Shadow mapping and matting ensures that the
tem similar to the one of [24]. It consists of several 3@ancer still blends in with the new background. Note the
acquisition bricks that synchronously capture texture agadow in the third image which nicely shows the under-
depth maps from their respective viewpoints. For each briB{ng geometry with the cast shadow of the small dancer
depth information is acquired using a calibrated sterep p@nto the sofa. The poster is also inserted onto the wall using
of grayscale cameras. The stereo matching algorithm is #t¢ media import feature of our editor. Figure 11 shows an
sisted by projectors illuminating the scene with struaturetdited 3D video of the juggle sequence cut & paste into the
light patterns. Instead of alternating the projection with environment with the sofa and the person. The plant shows
pattern and its inverse as proposed in the original work, ke limitation of the employed 3D capturing system. Thin
alternate between a pattern and a black frame to get homogfguctures cannot be handled and the resulting geometry is
neously illuminated textures. Four bricks were used to capPt captured well. Nevertheless, unstructured lumigraph r
ture a 3x 3m? scene with a convex horizontal viewing rangélering and matting reduce the resulting artifacts. In this s
of about 90 (see figure 8). We recorded a number of 3@guence we also repla.Ced the ball with a teapot. The tr_ayector
videos and performed editing tasks on the 4D data. The Was captured by cutting out the ball and calculating its cen-
put consists of sequences with a flamenco dancer, an aégrof gravity. We generated spin artificially since we could
juggling a ball and a shot with a plant, a sofa and a sittiftpt capture thls_ from the video _footage. Figure 12 combines
person. They were captured at 12 fps and their length w&§st of the editing operators in one shot. On the wall we
between 80 and 150 frames. Figure 9 displays an exampl@lsiced a video trailer and applied the Pacific Graphics 2006
a reconstructed depth map. The accompanying video shd@@o onto the other wall. Compositing between artificial and
an interactive editing session and a post-produced 3D vid&al objects is handled very nicely with the boundary mattin
The latter took approximate|y one day of edmng to CorrﬁpproaCh. Some .art!faCtS still rema|.n.0.n the boundaries of
plete. For this purpose, our editing system allows for canteobjects due to limitations of the acquisition system. The em
and viewpoint trajectory scripting. ployed stereo matching method has difficulties in accuyatel
reconstructing depth discontinuities. We plan to imprdws t

in the future by applying spatio-temporal segmentation and
matting algorithms on the acquired color and depth images.

8 Conclusion

We have demonstrated a system for interactive editing of
3D video footage. It is based on a 4D spatio-temporal rep-
resentation which allows for unified handling of space and
time. Using a three-staged processing loop we support var-
ious editing tasks for post-production of 3D video. For fu-
ture work we would like to improve our representation by
explicitly modeling time coherence [22]. A practical limi-
tation of our current implementation is the large amount of
data. We plan to integrate both in-core as well as out-of-
Figure 10 shows a scene with the flamenco dancer. Tétwe data structures to handle longer 3D video sequences.
dancer was cut out of the original background and insertedrthermore, to speed up the graph-cut object selection,
into a new one. We used the object selection operator for thigan-shift pre-segmentation could be employed. Although

Fig. 9 Example of an acquired color image (left) with correspogdin
reconstructed depth map (right).

Published in The Visual Computer 21(8-10):629—-638 (2005).
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Fig. 10 The Flamenco dancer is inserted into a new environment ameédl Shadow mapping is applied to seamlessly blend inteciee.

Fig. 12 The Pacific Graphics 2006 logo and a video trailer are placead the walls.

the presented editing operators allow for the most commaon
editing tasks, others can be envisioned, e.g. altering thhe m
tion of actors or re-targeting of motion from one actor to
another [6]. In addition, illumination adaptation needbé& 4.
solved for application in productive environments. Fipall
our system is only as good as the employed 3D video cap-
turing system. We hope that the years to come will providée
us with high-quality, commercial depth video scanning sys-

tems.
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