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Interactive Visual Workspaces with 
Dynamic Foveal Areas and Adaptive Composite Interfaces

1. Introduction

Computer technology is increasingly migrating from tradi-
tional desktops to novel forms of ubiquitous displays on 
tabletops and walls of our environments. This process is 
mainly driven by the inherent limitations of classical com-
puter and home entertainment screens, which are generally 
restricted in configuration and interaction possibilities.

Based on this observation, we envision a fully interac-
tive, projector-equipped workspace which provides flexible 
global control of the projected light at any location of the 
environment. In an intuitive way and with a maximum 
degree of flexibility, on-demand visual displays can be 
instantiated on any surface within this space. Subsequently, 
by scanning the environment, the displays can dynamically 
adapt to objects and persons in a smart way.

In previous work, several of these aspects have been 
addressed by adaptive instant displays [CZGF05] and inter-
active display bubbles [CG06], which allow the users to 
define instant, freeform screens in an interactive way on 
arbitrary surfaces. Although the resulting display metaphor 
has been well accepted, it still contains various limitations. 
Most importantly, the display resolution is constrained by 
the setup of the projectors generating the large-scale work-
space and the interaction is solely based on laser pointers.

This creates the need for more elaborate techniques in 
the context of interactive visual workspaces. In this paper 
we present a set of three novel contributions. First, we intro-
duce a pocket light metaphor for achieving dynamic high-
resolution foveal overlays that can be enhanced with vary-
ing personal information. Second, to further increase the 

legibility of the projected contents, we allow for enlarged 
displays by cutting unused parts and by compositing arbi-
trary portions of the contents in an adaptive and space-effi-
cient manner. Third, the operations can all be performed 
using a novel unified tracking approach allowing for a natu-
ral interaction based on bare fingers, pens and pointers. We 
support both a single-handed and a two-handed interaction 
for a direct display manipulation.

The realization of our techniques builds upon previous 
work on display bubbles [CG06] and draws upon different 
technologies in a large variety of research areas, whose most 
relevant previous work is summarized in Section 2. A brief 
overview of the hardware system and its setup procedure is 
given in Section 3, followed by our pocket light metaphor in 
Section 4. Our adaptive composite user interfaces are pre-
sented in Section 5, and the interaction techniques in Sec-
tion 6. We conclude the paper with a presentation of current 
results, a discussion and an outlook on possible future work.

2. Related work

Recently many realizations of interactive visual workspaces 
have been developed, inspired by Wellner’s DigitalDesk 
system [Wel93]. While most systems provide a fixed and 
limited resolution, some attempts have been made to en-
hance the display quality in a foveal area. Baudisch et al. 
have introduced focus-plus-context screens, where a foveal 
LCD display is surrounded by a low-resolution context pro-
jection [BGS01]. Similarly, the Escritoire system [AR05]
implements an interactive foveal display with two fixed pro-
jectors oriented towards a rectangular desk. Both ap-
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proaches only provide a static foveal area whose size and 
position cannot be modified. To lift this limitation, Staadt et 
al. [SAKH06] allow a projected foveal area to be redirected 
using significant hardware resources like a computer-con-
trolled, steerable mirror inspired by the everywhere display 
project [Pin01]. Due to the chosen setup, the distance of the 
projector to the surface cannot be modified, limiting the 
achievable resolution gain and restricting the users in their 
interaction possibilities. All of the aforementioned ap-
proaches do not scale well as they do not easily support 
multiple foveal areas. As an exception, DTLens [FS05] al-
lows multiple users to zoom into certain parts of the display 
using rectangular stretching regions, thus improving the leg-
ibility in user-defined areas, however not improving the lo-
cal physical resolution. As a common, privacy-related 
limitation, the presented approaches do not allow the users 
to project private foveal areas, whose content is not known 
to the main display system. Although augmented surfaces 
[RS99] provide private areas, the proposed hybrid work-
space, which consists of traditional screens and projections, 
does not provide the precise calibration necessary for the 
seamless generation of foveal areas. By contrast, our novel 
approach based on a pocket light metaphor supports the 
scalable projection of private content in continuously cali-
brated foveal areas of flexible position and size, thus lifting 
the various limitations of the aforementioned approaches.

In order to create correctly calibrated projections, the 
positions and orientations of the mobile projectors need to 
be continuously determined. Previous work required a cam-
era dedicated to each portable device and visual markers on 
an instrumented projection surface [RBvB*04, BBRF05]. 
To circumvent this intervention into the physical working 
space, approaches have been developed which replace the 
tags in the environment by a variety of embedded sensors or 
visible calibration markers on the portable devices them-
selves [CB06, BFC05]. The tracking approach we have 
devised does not require such special sensors or markers. 
Using a single fixed camera, it supports multiple unmodi-
fied, off-the-shelf display and projection devices.

Related to our adaptive composite displays, the WinCuts 
system [TMC04] and Stuerzlinger et al. [SCPR06] have 
proposed the removal of irrelevant parts of screens and the 
jigsaw-like recomposition of user interfaces. However, con-
trary to our approach, they do not support a cross-platform 
compositing and they do not provide focus-and-context 
techniques and an adaptive reshaping.

The interaction input in visual workspaces is generally 
achieved using cameras [KIN*05, RM97, MITS05], tracked 
devices [HBL*06, AR05, VLS02] or sensors integrated into 
the surfaces [DL01, Rek02]. Frustrated total internal reflec-
tion [Han05], as a very promising approach, allows for an 
intuitive multi-touch input using a special, instrumented 
table. Similarly, our technique, which is based on a unified 
intensity-based tracking approach, provides both single-
handed and bimanual input for multiple simultaneous users 

with the advantage of not being restricted to rather small 
and special interaction surfaces.

3. System overview

Our interactive visual workspaces rely on projection tech-
nology, since currently no other technology provides a way 
nearly as competitive and effective to build flexible, large-
scale environments. The scalable setup consists of several 
networked I/O units, which can be individually oriented to 
cover the desired working space, usually consisting of sev-
eral desks or walls. The modules, which include a computer, 
a DLP projector and a camera, are synchronized using a 
common signal generated by a microcontroller. In our 
implementation, the tasks are split among the cameras as 
shown in Figure 1. An infrared grayscale camera is used for 
detecting the user interaction, and another grayscale camera 
for the tracking of the foveal areas of the pocket light meta-
phor. Besides the I/O units of the large-scale projection, 
additional wireless laptops with portable pocket projectors 
are used for creating the high-resolution foveal areas.

To achieve a seamless alignment of our display projections, 
the devices of the I/O units must be calibrated intrinsically 
and extrinsically with relation to each other. To achieve this 
goal, we initiate a calibration for both the cameras and the 
projectors by an approach based on a propagation of the 
Euclidean structure using point correspondences embedded 
into binary patterns [CZGF05]. Using the same patterns, 
initially presented by Vuylsteke and Oosterlinck [VO90], 
we reconstruct the projection surfaces.

4. Pocket light metaphor

In order to locally increase the resolution of our projector-
based workspace and to support the display of additional, 
personalized contents, we allow for dynamic foveal en-
hancements. For that purpose, we combine the low-resolu-
tion context information of the projection provided by the 
large-scale setup (cf. Section 3) with high-resolution focus 
areas overlaid by portable projectors. Recently, such projec-
tion units have continuously become smaller and lighter due 
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Figure 1: Multi-unit configuration of the scalable setup 
used for realizing the interactive visual workspaces.
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to the constant miniaturization of consumer electronics. 
Thus, one can expect that tiny projectors will be integrated 
into a large variety of handheld devices like cell phones or 
PDAs in the near future, and therefore projection capabili-
ties will quickly become ubiquitous. Similar to pocket 
lights, we can move the portable projectors, which represent 
nothing but more elaborate light sources, to dynamically 
move and resize the foveal areas. The surrounding large-
scale projection is either blanked out in the corresponding 
areas, or it is maintained to achieve a blended imagery.

Note that contrary to existing approaches to foveal dis-
plays [SAKH06, BGS01, AR05], the focus area in our set-
ting is not static and the projector’s distance to the wall can 
be modified, giving the user an additional degree of free-
dom and also providing a varying resolution of the focus 
area. Therefore, potentially much more detail can be dis-
played if desired. Furthermore, the focus area can be per-
sonalized by the portable device without knowledge of the 
person’s identity by the system, thus avoiding sensitive pri-
vacy issues. Additionally, the hardware complexity and cost 
is reduced compared to previous approaches supporting 
flexible foveal areas [SAKH06], since no computer-con-
trolled motorized equipment is necessary.

4.1. Continuous calibration

To create a steady and well-defined overlay projection and a 
precise augmentation of the large-scale displays, a movable 
handheld projector must continuously be calibrated. For a 
reliable determination of the dynamic projection properties, 
we include a white border into the image stream of the por-
table device, as shown in Figure 2 a). This tracking frame 
can easily be captured by a precalibrated camera and allows 
the surface-to-device homography  for piecewise planar 
surfaces to be computed on-the-fly during runtime. When-
ever possible, we embed a frame of type A, depicted in 
Figure 2 b), which provides a larger projection area, but 
which does not provide information about the frame orien-
tation, contrary to the frame of type B shown in Figure 2 c).
Border tracking. We determine the four corners of the pro-
jected tracking frames by following the recipe shown in 
Figure 3. Our pipeline consists of a sequence of well proven 
processing algorithms [Int06]. After performing an adaptive 
thresholding on the captured camera image, the connected 
components of the brightest areas are determined, and their 
polygonal contours are simplified using the Douglas-Peu-
cker algorithm [DP73]. Subsequently, we accept all convex 
results containing exactly four points and having a pre-
defined minimum area  in image-space, which reliably 
rejects wrong positives due to potential noise in the camera 
sensors. The four vertices of every accepted contour are 
then refined using a subpixel corner estimation. After recon-
structing the corresponding points on the 3D surface, we try 
to track every contour over time by matching it to a previ-
ously detected frame using spatial 3D distance constraints. 
If a valid match is found, the previously determined orienta-
tion of the contour is propagated, else we try to determine 

the orientation using a tracking frame of type B by compar-
ing the brightnesses of the neighborhoods of the edge mid-
points. If in such a case the currently displayed frame is not 
of type B, we notify the corresponding device to activate 
type B for future use and discard the corresponding contour. 
As a last step, all the remaining valid contours are Kalman-
filtered [KB61] for increased resilience to jittering. Devices, 
whose contour has successfully been determined, can 
switch back to type A frames.
Superposition with large-scale projection. To avoid an in-
terference of the projected tracking frame with the large-
scale projection, our camera is synchronized with the fixed 
projectors [CWDG07] and acquires images during a 
blanked out interval of the modulation pattern of the DLP 
projectors [CNGF04], as shown in Figure 4.
Computation of homography. After processing all the pipe-
line stages described in Figure 3, the contour points are con-
sistently sorted in a clockwise orientation starting from the 
top left corner of the projected content. Given the resulting 
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Figure 2: Tracking border. a) Pocket light unit projecting a 
white tracking border. b) Sample image with surrounding 
tracking frame of type A. c) Sample image with surrounding 
tracking frame of type B, which also encodes the orientation.
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homogeneous coordinates  of the tracking corners in 
surface parametrization and given the horizontal and verti-
cal projector resolutions  and , we compute the 
surface-to-device homography  such that

During projection, this homography can be used to warp the 
imagery defined in the surface parametrization to the per-
spective of the mobile projector, thus creating correctly cali-
brated foveal overlays.

4.2. Interaction modes

Besides displaying fixed overlays in dynamic areas, we 
allow for varying content and an interactive data manipula-
tion by additionally considering the change in distance of 
the portable projector from the surface, similar to the con-
cept of information granularities by Cao et al. [CB06].
Activation of interaction. The user can intuitively switch 
between different interaction modes by tilting the projector 
in a predefined direction, as shown in Figure 5 a). Alterna-
tively, the user can also rotate the inclined portable projector 
around a constant pointing direction, which is illustrated in 
Figure 5 b). The currently active mode is computed by con-
sidering the 3D shape of the projected tracking frame and 
by determining the direction of the major foreshortening 
effect. For that purpose, we compute the edge length ratio 
for each pair of opposite edges of the tracking frame. The 
mode with the largest ratio is activated if the value exceeds 
a certain threshold, else no mode is enabled and the projec-
tor reverts to a standard non-interactive projection.
Distance computation. The modification of the content in 
the various interaction modes is based on a distance estima-
tion of the projector from the surface. As a simple and 
robust metric we compute  where  is the area 
of the projected tracking frame in the 3D surface parametri-
zation and  is a projector-dependent, user-defined scaling 
factor. In each interaction mode, the distance is visualized 
using a dynamically updated slider at the display border.

Cursor mode. If in cursor mode the distance  falls below a 
threshold , the projector is operating in a cursor-con-
trolling interaction layer and we assume that the user wants 
to use the projector as an input device. Therefore, we com-
pute the center of mass of the projected frame as a cursor 
position and allow the user to move the application pointer 
similar to the work of Beardsley et al. [BBRF05]. Reducing 
the distance below  generates a click to trigger 
menu items or to directly work on the contents of the visual 
workspace. Due to the visual distance notification, the user 
can at any time safely navigate through the contents without 
triggering unintended clicks.
Content mode. In content mode, the portable projector 
switches between different application-dependent data for 
multi-layer display. For instance, when visualizing volume 
data, the user can interactively slice through the data set by 
moving the projector. By interpreting a time-dependent 2D 
movie as a 3D volume, one can also slice through the video 
cube to render individual frames. With several overlapping 
displays, the content mode navigates through the stack of 
displays and expands individual layers.
Zoom mode. By modifying the distance of the projector the 
contents in the foveal area can be scaled interactively.
Blend mode. This mode changes the degree of blending 
between the large-scale projection and the overlay imagery.

4.3. Hybrid displays

Since our tracking approach and the computation of the sur-
face-to-device homography  have been designed with-
out any assumption about the display devices themselves, 
we can easily support alternative displays beyond portable 
projectors. A wide range of networked devices with built-in 
displays like notebooks, tablet PCs, PDAs and cell phones 
can be included into our framework to generate hybrid high-
resolution foveal areas. Instead of applying the approaches 
presented in Section 4.2, the users can intuitively interact 
with various additional techniques (see Section 6).

5. Adaptive composite user interfaces

Besides proposing dynamic foveal enhancements based on a 
pocket light metaphor, we introduce composite user inter-
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faces as an alternative solution to increase the legibility of 
the projected contents in a large-scale setup. The users can 
arbitrarily cut and zoom their displays, and subsequently the 
resulting pieces can be rearranged into novel, user-defined 
layouts. Contrary to previous approaches in cut user inter-
faces [SCPR06, TMC04], we allow for freeform cuts with 
surrounding context areas and we do not only offer cross-
application compositions, but also cross-platform patch-
works thanks to the protocol indirection layer which is used 
for the content generation [CG06]. Compared to the cascad-
ing, tiling or overlapping of traditional rectangular win-
dows, our adaptive composite interfaces visualize more of 
the relevant information in parallel while additionally keep-
ing helpful context data. Therefore, we can use the limited 
surface of the working space more effectively.

5.1. Focus-and-context warping

To compute our composite user interfaces, we extend a 
focus-and-context warping approach, which has been intro-
duced by the display bubbles metaphor [CG06]. The origi-
nal warping computation proceeds as follows: Given an 
arbitrary closed shape S, which defines the display portion 
of interest, a mapping  of the original 
rectangular screen content R is computed with the following 
two constraints: a) The defined focus shape S displays the 
enclosed content with a maximum fidelity. b) The remain-
ing content  is smoothly arranged around the shape S
in a context area C. The warping method constrains the 
mapping M to follow the field lines of a charge-free poten-
tial field defined on the projection surface by two electro-
static conductors set to fixed, but different potentials  and 

, where one of the conductors encompasses the area en-
closed by S and the other corresponds to the border of R.

5.2. Display composition

The original warping approach has been designed to indi-
vidually warp single displays to freeform shapes with sur-
rounding context areas. Since it treats each display 
separately, we need to extend the computation of the poten-
tial field to support multiple interacting displays as they 
occur in our user interface compositions.
Areas of interest. On every rectangular display  shown in 
the visual workspace, the user can define a focus area  by 
drawing a curve encompassing his area of interest, illus-
trated in Figure 6 a). Therefore, each display consists of a 
content relevant in the current work environment and a 
remaining part , which needs to be warped using our 
novel approach.
Collision avoidance. Prior to computing the warping, we 
ensure that no two areas of interest  and  overlap 
in the 3D surface parametrization. We resolve the collisions 
as shown in Figure 6 b) by applying repulsion forces to the 
overlapping areas until no more collisions occur.
Adaptive reshaping. The space between the focus areas, 
which are now at their final locations, is used to display the 
remaining content  of each rectangular display . 

The original warping approach considered the space that 
can maximally be used to correspond to the original rectan-
gle , hence the fixed potential  of a conductor posi-
tioned at the border of . We modify the approach by 
additionally setting the potential field to a conductor of 
potential  at the locations, which are nearer to any other 
focus area , as explained in Figure 6 c). Through 
this procedure, every display can maximally use the space 
which is nearest to its focus area. Thus, collisions of the 
context areas of the different components of the user inter-
face compositions are avoided. In order to be able to trace 
the field lines anywhere within , as in the original 
approach, we create a small gradient at the locations that we 
have set to  by selectively computing a relaxation in the 
corresponding areas while keeping the rest of the potential 
field fixed. As a consequence, the final shape of the result-
ing display is pushed across all the areas initially set to , 
therefore avoiding overlapping displays. For more details 
on the warping computation of the original approach, please 
refer to the display bubbles metaphor [CG06]. An illustra-
tion of two warped display shapes resulting from our modi-
fied procedure is depicted in Figure 6 d). As can be seen, 
our technique can be used to tile and arrange displays in a 
space-saving and resolution-enhancing manner while taking 
into account a user-defined information focus.

6. Interaction

To accommodate multiple simultaneous users and to allow 
for an encumbrance-free and intuitive interaction, our visual 
workspaces can no longer rely solely on traditional input 
devices like keyboards and mice. For this reason, we have 
developed a set of flexible interaction techniques, including 
a projector-guided interaction (see Section 4.2), a tracking 
on surfaces with a unified intensity-based framework (Sec-
tion 6.1), and a tracking in mid-air using morphological fil-
ters (Section 6.2). Our interaction scheme relies on a hand 
or pen tracking for proximity interaction, and laser pointers 
for distant interaction. In contrast to sensor-based surfaces 
[DL01, Rek02] or the tracking of digitizer or ultrasonic pens 
[AR05], we do not require any invasive or expensive equip-
ment and allow for a more natural and intuitive interaction.
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Figure 6: Assembling adaptive composite interfaces. a) The 
user specifies the areas of interest on the rectangular dis-
plays and positions them in the visual workspace. b) If areas 
of interest collide, they are first separated using repulsion 
forces until no more collisions occur between the focus ar-
eas. c) While computing the potential field, we consider the 
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6.1. Unified intensity-based tracking

By detecting and tracking bright spots in camera images 
using an intensity-based framework, we can simultaneously 
support an interaction with laser pointers, light pens and 
bare hands in a unified approach.
Operating spectrum. To capture the user interaction only, 
and neither the large-scale projection nor the dynamic fove-
al overlays, we equip our interaction cameras with infrared 
bandpass filters with an approximate lower cut-off wave-
length of 760 nm. As a consequence, the acquisition and the 
projection, which hardly emits any infrared light, practically 
operate in two distinct frequency bands (see Figure 7).

Fingers of bare hands. We cover our projection areas with a 
thin layer of infrared light using infrared laser plane mod-
ules. Whenever a person touches such a surface, light is 
reflected to the camera, therefore allowing an interaction 
with bare hands to be detected by our system (see Figure 8). 
Our modules are small, inexpensive and can easily be 
placed at the border of any ordinary surface which should 
become interactive. For immediate optical feedback to the 
user, we combine the imperceptible infrared laser module 
with a visible red laser diode.

Light-emitting pens. As an alternative to a finger-based 
interaction, we support pens activating a light beam at their 
tip when touching the surface. Since most LEDs emit light 
in the infrared spectrum, a wide range of different pens are 
tracked in our unified interaction approach (see Figure 9).

Laser pointers. For interaction over distance, we propose 
laser pointers in both the visible and the invisible infrared 
spectrum. Even though common red laser pointers have a 
wavelength in the visible range around 650 nm, they are 
tracked by our infrared camera due to their very high inten-
sity and the remaining transmittance of the infrared filters.

6.2. Mid-air tracking with morphological operators

In addition to supporting an interaction on the displays 
using our intensity-based framework, we detect bare fingers 
in mid-air, allowing the users to freely interact with nearby 
displays without touching any surface. Once again, by using 
infrared images, the projections are elegantly ignored by the 
cameras since the emitted light in the infrared spectrum is 
negligible. Inspired by Hung et al. [HYC*98], we detect fin-
gers based on differencing and using morphological filters.

In our current implementation, the filters are applied as 
follows: Assuming that a finger has an expected maximum 
thickness of  pixels in the camera image, the back-
ground-subtracted snapshot is first dilated  times to 
smooth noisy segmentation contours, then eroded  times, 
and finally dilated  times again. We then determine and 
mark all the original foreground pixels, which have disap-
peared during this procedure (see Figure 10).

For each such pixel , we determine whether it is a 
neighbor of a pixel which has survived the morphological 
filters, i.e. we decide whether the pixel might belong to the 
base of a finger. If this is the case, we determine the con-
nected component of the disappeared pixels which could 
potentially represent an eroded finger. To prevent further 
investigations of the same finger during the subsequent pro-
cessing, we unmark all the corresponding pixels. In the next 
step we check whether the component considered has a size 
between  and  pixels. By defining 
these thresholds, we constrain the finger thickness to the 
range , and the aspect ratio to 4:1 at the maximum. 
Subsequently, we perform a rough analysis of the shape by 
fitting an ellipse to the component (shown in blue in 
Figure 10), and if the aspect ratio of the resulting main axes 
is at least 2:1, we mirror the original pixel location  
(shown in green in Figure 10) at the center of the connected 
component to get the final pointer position (shown in yel-
low in Figure 10). In our setting, this fast and efficient pro-
cedure has resulted in a very stable tracking of bare fingers.
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Projector Camera sensor

Visible light Infrared light400 nm 700 nmVisible light m 1000 nmInfrared light

Figure 7: The spectral distribution of the light emitted by a 
typical projector hardly contains any infrared light, while 
our camera can capture infrared, as shown by the spectral 
response of the camera sensor. By enhancing the camera 
with a filter whose transmittance is nearly zero in the visible 
spectrum, the camera can concentrate on infrared content 
while ignoring the visible projection.
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Figure 8: Bare-hand interaction. a) A laser plane module 
covers the projection surface with a thin layer of infrared 
light. Whenever a finger penetrates the laser layer, light is 
reflected to the camera. b) Pointing slightly above the sur-
face does not intersect the laser plane. c) Touching the sur-
face intersects the light plane. d) The reflected beam is 
captured by the camera as a clearly visible bright dot.

Figure 9: Interaction with light-emitting pens on ordinary 
surfaces. The beam usually contains sufficient infrared light.
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Figure 10: Determining the foreground pixels disappearing 
after a sequence of morphological filters (purple). Further 
investigations yield the final pointer position (yellow).
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6.3. Path interpretation

The interaction paths which are resulting from our two 
tracking approaches are all projected from 2D camera space 
to the 3D surface and then Kalman-filtered prior to being 
interpreted by our system. The computed positions can be 
used to generate a simple cursor input, or they can trigger 
both single-handed and two-handed gestures.
Individual paths. Individual interaction paths which are not 
part of a multi-touch input sequence are mapped to the 
appropriate displays, allowing the users to manipulate the 
screens and their content, or to trigger pie menus by activat-
ing and maintaining interaction at a stable location. To gen-
erate click events, the users quickly switch the interaction 
on and off in a sequence [CG06].
Coupled paths. When two interaction paths start almost 
simultaneously on an certain display, we assume that the 
user is manipulating the display with a multi-touch two-fin-
ger input (or with two pointers in parallel). We differentiate 
two cases: If the starting distance between the two paths is 
below a certain threshold, the user is performing a single 
handed scrolling operation as shown in Figure 11 a), else 
the user can stretch, rotate and move the entire display using 
two anchor points following his fingers as illustrated in 
Figure 11 b). Note that anytime multiple users can simulta-
neously interact on different displays in parallel, with both 
single-handed or two-handed interactions. In the case of 
multiple users, colored tokens in the visual workspace dif-
ferentiate between the various concurrent cursor positions.

Hand gestures. When three or more fingers touch the dis-
play almost simultaneously in a spatial neighborhood as 
shown in Figure 11 c), we assume that the user is perform-
ing a single-handed command gesture. Sequences of tracked 
pointer locations are then transformed into the display coor-
dinate frame and mapped to events using a previously 
trained neural network. The list of supported Graffiti-
inspired gestures can be found in Figure 12. Whenever pos-
sible, we assign the gestures to the operations in an intuitive 
way, so for example a ‘C’-shaped gesture activates a clone 
operation. Alternatively, the events can also be triggered 
using the pie menu or voice commands.

7. Results

Based on the techniques and the metaphors presented in this 
paper, we have implemented an interactive environment 
providing flexible visual workspaces in a standard meeting 

room. Our setup operates with two ceiling-mounted I/O 
units (see Section 3), each consisting of a standard 2.8 GHz 
workstation with an NVIDIA Quadro FX3000G graphics 
board, a projector and a camera attached to an aluminum 
rig. We currently use Infocus X3 projectors with a resolu-
tion of  pixels and Point Grey Dragonfly cam-
eras delivering grayscale image streams with a  
resolution at 30 frames per second. The system is comple-
mented by a custom-made synchronization device (Toshiba 
TMP92FD54), a 100 Mbit/s ethernet hub (Netgear DS524) 
and a 54 Mbit/s WLAN access point for the portable display 
unit, which consists of a 1.7 GHz IBM Thinkpad T42 laptop 
and a Toshiba TDP-FF1A projector. For the unified inten-
sity-based interaction, we are using standard off-the-shelf 
laser pointers, customized pens with an LED at their tip, and 
a laser plane generated by a 1 mW Picotronic LFD780-1-3 
infrared laser, which is coupled to a KWB 0628-00 line-
laser module of a visible red color for optical user feedback.

Note that the results related to the proposed interaction 
techniques are not presented separately, but are embedded 
into the following two sections dedicated to the pocket light 
metaphor and the adaptive composite interfaces. For a better 
impression of the interactive capabilities, please refer to the 
accompanying paper video.

7.1. Pocket light metaphor

To demonstrate the potential of our novel pocket light meta-
phor, we have implemented a collection of exemplary appli-
cations relying on mobile foveal areas. Flexible overlay 
projections allow for an interactive augmentation of geo-
graphic data (cf. Figure 13), and enable the enhancement of 
the content with user-defined information in a specific lan-
guage (Figure 14), on information panels, schedules and 
maps. In these settings each user could carry his own porta-
ble projection device, e.g. embedded in a cell phone. The 
calibrated overlays are also suited for interactively visualiz-
ing medical data like x-ray imagery, and for overlaying and 
applying sketched notes (Figure 15). Augmentation of 
advertisements in public spaces or artistic applications can 
be envisioned as well. Most importantly, on-demand, the 
resolution of the imagery can be enhanced significantly 
(Figure 16). An example of a hybrid foveal setting using a 
personal laptop as an alternative display device is illustrated 
in Figure 17. Our direct, projector-based interaction tech-
niques are presented in more detail in Figures 18, 19 and 20.

Due to the precise calibration of the system and the resil-
ience to noise of the projector tracking, the overlays can be 
applied with a typical error of less than 4 mm on a 
3.2 m  1.6 m table surface, even when using a single cam-
era covering an area of approximately 10 m2 with a low-end 

 resolution only. In our setting, the processing 
pipeline of Section 4.1 requires around 8 ms for its compu-
tations, and therefore, the dynamic foveal areas can be 
tracked fully interactively. If desired, the perceived latency 
for smooth motions can be kept arbitrarily low by including 
the tracking predictions of the Kalman filter.

a) b)

Scroll content Drag display

c)

Command gesture

Figure 11: Supported variations of multi-touch input.

Figure 12: Supported Graffiti-inspired gesture alphabet.
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a) b)

c) d)

Figure 13: Pocket light metaphor enhancing an aerial view 
with the corresponding street network. a) The foveal area 
can dynamically be moved on the large-scale projection. 
b) Close-up view. c) An on-screen menu triggered with a la-
ser pointer affects both the large-scale display as well as 
the synchronized overlay projection. d) The user is moving 
the cursor with mid-air interaction to redefine the dis-
played content. The inset shows an extract of the segmented 
camera image highlighting the detected finger tip position.

a) b) c)

Figure 14: Pocket light metaphor in multi-lingual environ-
ments. a) Overlaying English instructions on a Chinese di-
rections panel. b) Displaying translated station names on 
a subway network overview. c) Replacing labels on a map.

a) b) c)

Figure 15: a) By scanning an image using the portable 
projector, medical data like x-ray images can be visualized. 
b) Detailed view of the foveal area border. c) Annotations 
on a sketched overlay can be applied using an LED pen.

a) b)

Figure 16: The large-scale projection is enhanced by the potentially much 
higher resolution of our flexible foveal projections. a) Close-up view of the 
border between the foveal area and the surrounding projection. b) Side-by-
side comparison between a large-scale projection and the foveal equivalent.

a) b) c)

Figure 17: Hybrid foveal displays. a) Customized foveal area us-
ing a laptop screen. b) Resolution comparison between the LCD 
panel and the surrounding large-scale projection. c) The user can 
directly work on the ordinary screen using a light-emitting pen.

a)

b)

Figure 18: Depending on its distance from the surface, the pro-
jector can switch between different data sets for multi-layer dis-
play. a) Different images of MRI volume data can be visualized. 
b) Video cubes can be sliced to render individual movie frames.

a)

c)

b)

Figure 19: Through projector interaction we allow for variable 
blending and zooming. a) A wireframe model is interpolated with 
its 3D rendering. b) A satellite image and its associated map are 
blended. c) The contents of the foveal area is scaled dynamically.

Figure 20: The projector itself can serve as an 
input device when being moved within the in-
teraction layer. A menu item can be selected 
and subsequently be applied to the display.
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b)a) c) d) e) f)

Figure 21: Assembling a user-defined composite interface. a) Using bare fingers, the user defines areas of interest. b) With two-
handed gestures, he can grab the displays. c) The individual pieces are dragged to their final locations. d) Anytime, the focus 
areas can be redefined. e) Rectangular starting layout. f) Resulting space-efficient composite interface with improved legibility.

a) b) c)

Figure 22: The context areas of the adaptive displays can be 
explored with single-handed scrolling (a) or using high-reso-
lution foveal areas (b), selectively enhancing the legibility (c).

1 2

3

Figure 23: The handheld projector allows for interactive nav-
igation through the stack of overlapping display components. 
Individual layers are expanded and overlaid in the foveal area.
7.2. Adaptive composite user interfaces

Figure 21 illustrates the process of creating a composite 
user interface. Parts of separate desktops are cut and reas-
sembled with arbitrary scale factors. At interactive rates, the 
context areas of the display pieces are automatically adapted 
in shape to prevent collisions. In the example, a word-pro-
cessor preview, the coding area of a development environ-
ment, the newest e-mails received by a mail client, the 
current news of a website, and the notification area of an 
internet phone application are all displayed side-by-side in a 
space-efficient manner. Our focus-and-context visualization 
improves the legibility of the important content, while still 
hinting at the peripheral information which can be explored 
by expanding individual displays, by scrolling the contents 
using gestures, or by enhancing the resolution with foveal 
overlays (see Figure 22). Using the portable projector and 
its multi-layer interaction capabilities, the user can navigate 
through the stack of overlapping windows (see Figure 23).

7.3. Limitations

The proposed calibration procedure of the pocket light met-
aphor does not support curved surfaces or multiple overlap-
ping foveal areas. Furthermore, the mapping of the tracked 
frames to distinct display devices is still subject to future 
work. The devices could for example encode their identifi-
cations into the displayed imagery, into infrared beacons or 
into a physical tag attached to themselves. As a technologi-
cal limitation of current handheld projectors, the image 
sharpness is rather sensitive to varying projection distances. 
Additionally, both the resolution and the brightness of 
today’s portable projectors are still comparatively low. In 
the future, these problems will soon be alleviated by 
improved optics, better chipsets, and the potential replace-

ment of DLP or LCD technology with a laser-based projec-
tion. Through similar improvements in camera technology, 
we expect to further increase the precision of our foveal 
tracking approach. As a minor drawback of the smooth 
warping of the adaptive composite interfaces, the space 
between the different focus areas is typically not entirely 
covered by content. To mitigate this problem, the users can 
at any time dynamically modify the degree of smoothness to 
fill the entire space if desired. Finally, the proposed interac-
tion based on a thin laser layer is restricted by design to 
piecewise planar surfaces. Shadowing effects potentially 
occurring in multi-touch environments can either be 
accounted for in software, or be reduced with multiple over-
lapping light planes emanating from different directions.

8. Conclusions and future work

In this paper we have presented a set of novel techniques 
and metaphors for flexible and space-efficient visual work-
spaces which support natural and intuitive interaction. Our 
three main contributions include:
- A novel pocket light metaphor introducing dynamic 

foveal areas into visual workspaces to locally increase the 
resolution, provide interactive visualization and achieve 
content personalization. Contrary to previous work, our 
approach supports hybrid displays and offers a high cali-
bration accuracy without relying on physical markers or 
complex hardware. We also provide a maximum degree 
of flexibility by not only continuously allowing for 
changes in size, position and resolution, but by also 
enabling a set of projector-based interaction modes.

- A compositing approach to tile and arrange displays in a 
space-saving and resolution-enhancing manner. To the 
best of our knowledge, our approach is the first to rely on 
a focus-and-context warping technique which supports 
© The Eurographics Association and Blackwell Publishing 2007.
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freeform cuts and combines the user-defined focus with a 
surrounding context area based on an adaptive reshaping.

- A unified tracking method allowing for natural interac-
tion through bare hands, pointers and pens. It supports a 
single-handed and bimanual input for multiple simulta-
neous users and enables interaction on large ordinary sur-
faces. Our novel technique can serve as a robust, cost-
effective and easy-to-deploy replacement for previous 
input methods like frustrated total internal reflection 
[Han05]. For a mid-air interaction, we propose a stable 
tracking of bare fingers based on morphological filters.

In the future, besides addressing the issues presented in Sec-
tion 7.3, we would also like to extend our foveal overlays to 
settings where we augment not only large-scale projections, 
but also printed documents, display panels and posters.
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