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ABSTRACT

Recent advances in facial scanning technology provide highly detailed faces, including fine wrinkles. However, because
of the increasing complexity of the resulting models, it is necessary to reduce the amount of data while preserving small-
scale facial features. In this paper, we propose a new adaptive surface splatting method to reduce the number of splats by
optimizing the size and shape of splats using geometric and color information. Using the optimized splats, we can improve
the rendering quality, especially in the visually sensitive feature areas. Our adaptive surface splatting is very effective to

render massive facial data on tablet PCs or smartphones. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

People tend to identify one another by their facial fea-
tures and perceive their emotions from facial expressions.
The human optical system responds more sensitively to
small facial changes than to changes in the shape of other
objects. This makes the modeling of a face a challeng-
ing issue in computer graphics. In order to create a dig-
ital face that is nearly identical to a human face, we must
first express facial geometry accurately. Second, there must
be no errors in regions where abrupt color changes sig-
nify visually important features such as the lip, eye, and
eyebrow, because viewers generally pay more attention to
these regions when reading facial expressions [1].

There are now many ways to acquire facial shapes, but it
is generally easier and faster than it was to obtain detailed
facial data. Recently, it has become possible to capture
faces instantly, including fine features such as wrinkles and
pores, by combining images taken by multiple cameras [2].
As detailed shapes, textures, and measured appearance data
[3,4] become available to create more realistic digital faces,
the amount of data to be processed increases, and the acqui-
sition of more data is also likely to include unnecessary
or redundant information that will not influence the final
images. Therefore, we need a method to simplify facial
data and then render it while preserving facial features.
This would allow realistic faces to be rendered on tablet
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PCs or smartphones, as well as improve rendering speeds
on PCs.

In this paper, we propose a new surface splatting method
for adaptive simplification and high-quality rendering of
point-sampled surfaces. Our main contributions are as fol-
lows: first, our approach directly works on point-sampled
surfaces without any connectivity information between
points. In contrast to previous point-based approaches, we
are not focusing only on geometric information but also
consider color and facial feature information for render-
ing purposes. Second, we use a splat-based representation.
Splat shapes are computed on the basis of the same mea-
sures used for the sampling stage, and thus they are well
adapted for the preservation of important features using the
resampled data set. Third, we detect facial features such
as the lips, eyes, and eyebrows. This visually important
feature information, as well as geometric and color infor-
mation, can be used for determining the size and shape of
splats, influencing the rendering results.

2. RELATED WORK

2.1. Point-based Rendering

Point-based rendering has received much attention as an
alternative to polygon-based rendering because of its sim-
plicity and flexibility. The main advantage of point-based
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rendering is that it does not need to take topological con-
sistency conditions into account because no connectivity
information between points has to be maintained.

Like most discretization approaches, point-based ren-
dering involves an aliasing problem on the surface that
is reconstructed through rendering. To solve this problem,
surface splatting was proposed [5]. This is a high-quality
rendering technique that uses a splat with a Gaussian fil-
ter kernel to interpolate information between points. This
technique has been developed in various directions. With
the increasing programmability of modern graphics pro-
cessing units (GPUs), many parts of the original algorithm
have been delegated to the graphics hardware to improve
the rendering speed [6].

Many existing point-based approaches focus on accu-
rate surface reconstructions of point sets considering only
geometric information. However, their rendering quality is
not high enough to render point-sampled surfaces that are
visually sensitive even to fine artifacts such as human faces
with a feasible number of points for modern devices.

2.2. Subsampling and Resampling

Sampling is a key process in the reconstruction, render-
ing, and processing of geometry. Many algorithms have
been proposed to reduce the sampling count while keep-
ing the quality of the reconstructions. A common approach
is iterative addition and removal of points based on a scor-
ing system that quantifies the change to the reconstruction
caused by each operation [7,8]. These methods produce
better reconstructions at a higher computational and mem-
ory cost. But most fail to reproduce complicated surfaces
without artifacts [9].

To promote a good covering of the surface required
for high-quality rendering, relaxation methods that move
points on the surface iteratively can be utilized. They
can be based on inter-point forces [10], variations on
Lloyd’s algorithm [11,12], advancing front algorithms
[13], or splatting-based criteria [14] to distribute the points.
Some of these methods can produce both isotropic and
anisotropic distributions [15]. However, many of these
methods require a good initial distribution, and the qual-
ity of the generated samplings are highly dependent on
the parameters used. Furthermore, incorporating additional
information such as color or facial features cannot be
achieved easily. Recently, a spectral algorithm for both
reconstruction and distribution purposes has been intro-
duced [9] that overcomes most of these difficulties. We
extend this method to include color and salient features for
use in facial rendering.

3. BACKGROUND
3.1. Surface Splatting

A splat is a rendering primitive in the form of a disk, which
is aligned perpendicular to the surface normal. Each splat
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consists of an ellipse with a central point, a radius, and a
surface color, as well as a normal vector. A point-sampled
facial model can be rendered by creating many splats and
then interpolating their data where they overlap. The radius
of a splat is reduced where points are close together, allow-
ing a detailed rendering of facial features, while other areas
with fewer, larger splats appear smooth.

The majority of GPU-accelerated point-based render-
ing methods employ a three-pass procedure consisting of
visibility splatting pass, attribute splatting pass, and shad-
ing pass. All these passes are performed by programmable
shaders. In the first pass, the surface created by a set of
overlapping splats is stored in a depth buffer. In the second
pass, surface attributes, such as color values and normal
vectors, are accumulated. In the third pass, the image pro-
duced during the second pass is normalized, and further
per-pixel shading is used to create the final image.

3.2. Spectral Sampling of Point Sets

Spectral sampling [9] is a novel approach for simplifica-
tion and resampling of surfaces represented as point sets.
The essence of this method is to measure the effect of
a point on the surface by determining its effect on the
Laplace—Beltrami spectrum through an approximation of
the heat kernel. Measuring the change in the Laplace—
Beltrami spectrum due to a single point is performed by
considering the higher dimensional space implied by the
heat kernel. This approximation is bound to a kernel in
the ambient space and forms a connection to kernel-based
reconstruction and rendering.

Efficient rendering requires a sampling density that is
dictated by the level of detail. The points should provide an
even, isotropic covering of the surface with minimal redun-
dancy. High-quality rendering also requires the avoidance
of regularity artifacts. Spectral sampling provides point
clouds with these required characteristics. The generated
distributions exhibit high-quality blue noise properties,
cover the surface well, do not contain regular patterns, and
adapt to the geometric or user provided features. These
properties allow us to render high-quality facial mod-
els without aliasing and smoothing artifacts with much
less points.

Using the proposed measure that quantifies the change
in the Laplace—Beltrami spectrum due to a single point, we
use subsampling and subsequent resampling algorithms [9]
to obtain the final sampled point cloud. The measure and,
hence, the algorithms depend on a kernel definition given
by k(x,y) = e~ Ix=¥I? For isotropic samplings, X can
be assumed to live in the original 3D space of the point
positions. To get samplings of the surface that adapt to the
facial feature well, we will use position, normal, color, and
facial feature mask information, implying that the sampled
manifold is embedded in a higher dimensional space given
by the data.

We describe the steps of our sampling and splatting
algorithms in the next section.
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4. ADAPTIVE SURFACE SPLATTING

Our adaptive surface splatting is designed to be able to
realistically render the digital face with a reduced set of
points while preserving both geometric and color details
(Figure 1). The entire pipeline is illustrated in Figure 2.
In the first stage, we assign high weights to important fea-
ture areas that need careful handling during sampling and
splat optimization. The second stage simplifies the point
set using spectral sampling, and the third stage optimizes
the shape and size of the splats used for rendering. The last
stage renders the final image using the optimized splats.

4.1. Feature Weighting

In order to handle specific feature areas carefully and ren-
der the areas with high quality, we can use a masking
algorithm based on automatic facial feature detection or
interactive freehand drawing.

To detect the eyes and lips, we can apply the AdaBoost
cascade classifier [16] to the projected face in the frame
buffer. Then, the pixels in the detected feature areas are
assigned high weights. The 2D positions of the weighted
pixels are reprojected back into the 3D positions on the
facial surface. In the case of the eyebrows, we can apply an
intensity-based segmentation algorithm to the sub-image
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above the eyes because the eyebrows can be easily discrim-
inated from facial skin by gray-level intensity.

If a user wants to enhance a specific facial area, a region
of interest (ROI) can be drawn on the facial surface inter-
actively. The ROI is projected into the frame buffer, and
the pixels in the ROI are masked. We then reproject the
weighted pixels back on to the 3D face.

Our current approach is to give the eyes, lips, eye-
brows, and facial skin separate labels for weighting, and
the weights w are stored for surface sample points as
additional information. Hence, for each sample point, the
position p; normal n;, color ¢;, and weight w; is stored:

x; = (p;. 0y, ¢, w;).

4.2. Sampling of Point Sets

Realistic rendering of faces requires that the sampling pre-
serves the texture and salient features of the face. Hence,
the sampling algorithm needs to allow distributions that
adapt to color changes and are sensitive to facial features
on the surface. For this purpose, we extend spectral sam-
pling [9] and incorporate color and a feature mask into the
sampling process.

In its original form, for adaptive samplings, normals
in addition to positions are used in the kernel definition
such that x = [p/op n/ on]T [17]. We extend the kernel
space to include color components so that it becomes
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Figure 1. A facial model (left, 1201k points) is rendered by adaptive surface splatting in various devices. Adaptive surface splatting

optimizes the facial model for PCs, tablet PCs, and smartphones. The middle figure is rendered according to the rendering perfor

mance and resolution of various devices, and the right figures show the splats, which are changed by desired density and a change
of color and geometry on the surface.
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Figure 2. The pipeline of adaptive surface splatting for facial rendering.
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x=[p/opn/oyc/ oc]T, where o, controls the sensitivity
to color changes in the model.

Note that we only have color values for the initial points,
but values in space are needed for resampling. Follow-
ing the original derivation of the adaptive kernel definition
from robust statistics [17], we use robust local regression
on colors to get a value ¢(x) for any point x using the
following iterative formula:

Gkt _ 2 Gk xi) W
Zik(xk,x,-)

k k

where x" includes the current estimate of the color c”.
Starting from the usual kernel approximation o, = o0, iter-
ation continues until convergence. This gives us a robust
color estimate that accurately preserves discontinuities in
colors [17]. After computing the new color ¢, we then form
the vector x and proceed with resampling [9].

The final component of our sampling algorithm is utiliz-
ing the facial mask for preserving perceptually important
features. Denoting the facial mask with m(x) for the point
x, the sampling density can be adjusted by weighting the
parameter o that controls the spatial extent of the kernel.
Using lower values for this parameter will result in finer
details and more sampled to be placed. Hence, we use the
following final form x = [p/(cpw) n/oy ¢/oc]T. The
mask weights w depend on the region of the face and are
smaller for the important facial features of eyes, lips, and
eyebrows. We experimented with different settings, and
the simple selection of w = 1 for skin and w = 0.5 for
facial feature areas works well in practice for generating
perceptually correct renderings.

4.3. Splat Optimization for Rendering

The next stage in our pipeline after sampling is splatting the
generated point cloud data. Although we get an adaptively
sampled point set after the sampling stage, directly render-
ing it with circular splats will still produce over-smoothed
renderings. To render accurate images, the splat sizes
and shapes should be adapted to the point distributions
generated in the sampling stage.

Ideally, splat shapes should follow the kernel shapes at
each sample point. However, the kernels used can have
very complicated shapes depending on the attributes at the
neighboring sample points. Hence, directly translating ker-
nel shapes into splat shapes results in an unfeasible com-
plexity for the splatting stage with many parameters per
splat, and the resulting splats cannot be easily rendered
using existing methods.

Refraining from a full shape adaptation, we limit the
class of splat shapes to those of ellipses. Thus, instead of
using regular disks with a constant radius for the splats, we
allow elliptical shapes with different extents for each axis
and sample point as shown in Figure 3. Each splat is an
elliptical disk centered around the sample point position p,
oriented orthogonal to the normal n, and has the axes u and
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normal n (ny, ny,n,)
u (Uy, Uy, Uy)

Y, Z)

v (vx' Uy, vz)

Figure 3. The shape of an elliptical splat.

v and the splat color ¢. The lengths of u and v define the
extent of the ellipse in the corresponding directions.

Defining the splat shapes in this way reduces the splat
optimization stage to finding the parameters u and v for
each sample point. Intuitively, the disks should capture a
coarse version of the kernel shapes on the tangent plane,
which depends on the distribution of the samples x; around
a given sample point x. To capture the main axes of the
kernel shape, we use a weighted combination of projected
direction vectors on the tangent plane.

First, we compute the projection of the vectors x — x;
onto the tangent plane: P(x — x;). The matrix P zeroes
out all the components that are not in the spatial domain
(i.e., normal and color) and projects the position p onto
the tangent plane such that the projection reduces to
yi=0- nnT)(p — pi)- Using these projected vectors and
weighting by the kernels, we get the following covariance
matrix:

C=D iyl k(x.x) @)
i

This covariance matrix has a zero eigenvalue and two other
positive eigenvalues «1 and «p and corresponding eigen-
vectors e; and e,. These eigenvalues capture the extent of
the shape of the kernel in the corresponding directions.

Note that the eigenvalues represent only the relative
sizes and hence computing the absolute shapes of the splats
should be performed by also considering appropriate scal-
ing. We use a local scaling term that adapts to the relative
placement of splats and also a global scaling term that
adjusts the overall smoothness of the rendering.

Second, the scale factor of the shape of each splat is
determined in a locally adaptive way. For the sample x, the
distance to the closest sample x¢ is computed. Then, the
ratio of this distance to the average of all closest distances
is used as the local scale factor /7, which is given by the
following equation:

[Ix—x°

hy =
n=t Yo Ixi = x{ |

3

Using this factor along with the global scale factor /g, we
can finally setu = hlhgot%el and v= hlhgagez.
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4.4. Final Rendering

Although we can guarantee visually continuous appear-
ance of the displayed objects by creating many splats or
increasing the size of splats, the number of processed splats
and overlapping areas are also increased. The increment
of overlapping not only slows down the rendering process
significantly but also causes blurring artifacts.

Our adaptive surface splatting method is designed to
cover more surface area while keeping the overlap as small
as possible. This characteristic essentially comes from the
use of elliptical splats with different shapes and sizes. It
is especially beneficial when rendering small-scale feature
areas with abrupt color changes.

In order to maintain the benefit, we use a hole-filling
algorithm in image space instead of increasing the size of
splats excessively in object space to attempt to guarantee
a hole-free representation. Covering all point samples by
splats in object space does not guarantee a hole-free rep-
resentation because holes can appear in-between the point
samples. If the splat size is increased to fill the hole, then
the surface splatting process is slowed because the number
of the fragments projected on the screen space is increased.
Moreover, the overlapping areas lead to a smoothly
blurred image.

The hole-filling algorithm is an additional process based
on the three-pass surface splatting on GPUs [6]. The hole-
filling process is performed in the last pass (i.e., normaliza-
tion pass). This pass is independent of the scene complexity
and is negligible compared with the rendering time of the
two previous splatting passes (i.e., visibility splatting and
attribute splatting passes).

Adaptive surface splatting for facial rendering

In the last pass, we can obtain results of the attribute
splatting, which are images of albedo color and normal
map on the frame buffer object (FBO). If the hole size
sy, 1s sufficiently small in these images (below a threshold
value), the color and normal values of the hole are inter-
polated by the depth-based hole-filling algorithm. In this
process, FBO is initialized to a specific value (e.g., 0.0)
before the first pass, and areas that are not filled by splats
still have the initial value after the second pass. There-
fore, the hole are determined as the area that are inside
the boundary of the rendered model with FBO set to the
initial value. A pseudocode of the algorithm is given in
Algorithm 1.

5. RESULTS

We have applied our adaptive surface splatting method to
a wide range of different facial data sets obtained by the
face-scan team at ETH Ziirich [2] to demonstrate the qual-
ity and performance. We used facial data sets of people in
Asia, Europe, and Africa, with the aim of assessing how
differences in each facial feature depend on skin color and
the extent of wrinkling.

5.1. Sampling of Facial Data Sets

To control the extent to which geometric features are pre-
served, we use the parameter oy. The top row of Figure 4
shows the sampling results of specific facial areas with fine
lines or wrinkles. To demonstrate the effect of our sam-
pling algorithm for detailed facial geometry, we tested the

Algorithm 1 Depth based hole-filling

Input: rendered images of color C, normal N, depth D,

the threshold of depth thg,

the width w and height i of the images,

the hole-filling filter size s,.

Qutput: hole-filled information of color C°, normal N°.

for ((i,j) = (0,0) to (w, h))

if (D;; is 0.0 and isHoleInsideModel(z, 7))

ij = NZ =0s = 0.0

for each (k, [ with |k —i| < sp, |l — j| < sp)

if (|Diy — Dyj| < tha)
Co+=Crugli—k,j—1)
N +=Nugli —k,j—1)
gs += (](Z - k/] - l)
end
end
Cy 1= gs, N 1= g,
end
end

Comp. Anim. Virtual Worlds (2012) © 2012 John Wiley & Sons, Ltd.
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(a) 1,755k (b) 153k

(d) 1,755k (e) 137k (f) 99k

Figure 4. (a) original, (b) 0, = 0.3, (c) o, = 0.9, (d) original, (e) o, = 0.05, (f) . = 0.1.

Rendered face

(a) 1,004k (b) 127k (c) 131k (d) 118k

(e) 1,184k (f) 213k (g) 211k (h) 197k

(i) 1,755k (j) 181k (k) 215k (1) 176k

Figure 5. Comparison of sampling results using different skin color groups and color spaces.

algorithm on facial geometric data without color informa- fine lines and wrinkles on the faces with less than 95% of
tion. Figures 4(a—c) show how the distribution of point the point samples. To determine the extent to which color
samples varies by oy, (0p = 0.01, o, = 0.9). We can see features are preserved after sampling, the value of o, can
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be adjusted by a user. Figures 4(d—f) show the sampling
results of the facial features of non-skin color with differ-
ent o¢ values (0p = 0.01, 0, = 0.9). Even if more than
95% of point samples were reduced, the small-scale color
features, such as lip lines, were preserved well.

Next, we ran experiments to discover whether our adap-
tive sampling algorithm is affected by different skin col-
ors or color spaces. To demonstrate the robustness of our
algorithm to skin colors, we tested facial data of different
human races. Figure 5 shows the results of our algorithm
with Asian, African, and European facial data with the
same parameter values (o, = 0.006, 0, = 0.9, o, = 0.1).
Regardless of the skin colors, our algorithm is effective to
preserve non-skin color features such as eyes and lips.

Additionally, three different color spaces were com-
pared. Different color spaces usually possess different
color characteristics, which can be applied for different
visual tasks, such as detection and recognition. As shown
in Figures 5(c, g, and k), the HSV (hue, saturation, value)
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color space outperforms the other color spaces in detecting
facial features, such as pupils, lip lines, and eyebrows.

5.2. Facial Rendering

To test usage of the massive facial data we have on
tablet PCs or smartphones, we rendered the facial data
using our adaptive surface splatting with different number
of splats. Figure 6 shows that our method preserves
small-scale facial features even after drastic simplification.
Figure 6(a) is the rendering result using the original
dataset. Figures 6(b, ¢, and d) are the results after
50%, 81%, and 97% simplification, respectively. Figure 7
illustrates the original point distribution and the shape, size,
and distribution of splats after splat optimization.

In order to assess the quality improvement, we com-
pare our method with different surface splatting methods
in Figure 8. Figure 8(a) is the rendering result with 1004k

(a) 1,004k (b) 471k

(c) 186k (d) 33k

Figure 6. Adaptive surface splatting of facial data.

Figure 7. Comparison of the original point distribution (left) and the splat distribution (right).
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(b) 156k

(a) 1,004k

(c) 150k (d) 150k

Figure 8. Comparison of surface splatting methods: (a) with-
out simplification, (b) uniform sampling, (c) extended spectral
sampling, and (d) our adaptive surface splatting.

splats without simplification. Figure 8(b) is the result of a
typical surface splatting technique [6] using uniform sam-
pling after 85% simplification. Figure 8(c) is the result of
the same splatting method using extended spectral sam-
pling considering geometry and color. Figure 8(d) is the
result of our adaptive surface splatting after 85% simpli-
fication. Compared with other renderings with simplified
datasets, our result preserves detailed facial features such
as eyebrows better.

To demonstrate that our final rendering stage using
hole-filling improves the rendering quality with less
blurring artifacts, we compare our method with standard
surface splatting [6] using facial data without color
information (Figure 9). Compared with Figure 9(c), our
result, Figure 9(d), preserves detailed geometry, creating a
realistic face.

Finally, Table I shows a performance comparison
according to the number of points on various devices. As
the number of points are reduced, rendering the models on
smaller devices become feasible.

5.3. Application to Subsurface Scattering

Recently, a surface splatting method for simulating scat-
tering of light in skin has been introduced [18,19]. This
method assumes that the diffusion of light is isotropic;
therefore, its effect at a splat can be expressed as a
Gaussian distribution applied to the radius of the splat. A
diffusion profile is composed of six layers of increasing

H.-J. Kim et al.

. -A.".‘_ —
(c) 207k (d) 207k

Figure 9. Comparison of rendering quality: (a) original, (b) points
of a simplified face, (c) typical surface splatting, and (d) adaptive
surface splatting using hole filling.

Table I. Rendering performance on various devices.

Devices Number of points

1004k 471k 186k 33k
PC (fps) 28 76 120 168
iPad 2 (fps) 2 8 14 18
iPhone 3GS (fps) 1 2 4 8

radius using a sum-of-Gaussian technique [20]. Our adap-
tive sampling can be used to optimize the number of splats
for each layer, resulting in an overall speedup.

Figure 10 shows the comparison of the rendered images
without and with subsurface scattering. Figure 10(a) is the
result of the elliptical weighted average surface splatting
[6] using a single layer and is hard and dry-looking.
Figure 10(b) is the rendered image by our surface splatting
using six layers of optimized splats to simulate the light
scattering process that takes places inside translucent
materials. This subsurface scattering effect gives skin its
soft appearance and creates the semi-translucent appear-
ance of the realistic human skin. The surface splatting with
six-layer non-optimized splats (2361k) was rendered at
20 fps, and Figure 10(b) with six-layer optimized splats
(1831k) was rendered at 27 fps on an Intel Core 2 Quad
CPU Q6600 2.4-GHz PC with an nVidia Quadro FX
3800 graphics card. Hence, our adaptive sampling can
improve the rendering speed by optimizing the number
of splats.

Comp. Anim. Virtual Worlds (2012) © 2012 John Wiley & Sons, Ltd.
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(©

(d)

Figure 10. Comparison of rendering results without and with subsurface scattering: (a) without subsurface scattering, (b) adaptive
surface splatting with subsurface scattering, (c) original points distribution, and (d) six layers with optimized splats.

6. CONCLUSIONS

We developed an adaptive approach to simplify massive
facial data and render it with high quality. The whole pro-
cess directly works on point samples without any con-
nectivity information. This allows us to render the facial
data without any surface polygonization and parameteri-
zation for texture mapping, resulting in a much simpler
process for high-density point sets. Compared with previ-
ous works, our adaptive surface splatting method shows a
higher quality of results by guiding the simplification and
splat optimization processes with face specific details. Our
method is particularly effective at preserving the percep-
tually important facial features such as eyes, fine lines,
wrinkles, or lip lines.

For future work, we would like to port our sampling
and splat optimization algorithms to GPU so that the
point density of the entire face can be adjusted in real
time. We would also like to investigate incorporating other
perceptual measures into our algorithms.

Comp. Anim. Virtual Worlds (2012) © 2012 John Wiley & Sons, Ltd.
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