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Abstract. In this paper, we explore the possibility of a general framework for modelling engagement dynamics
in software tutoring, focusing on the cases of developmental dyslexia and developmental dyscalculia. This project
aims at capturing the similar engagement state patterns forthe two learning disabilities. We start by presenting
a model of engagement dynamics in spelling learning, which relates input behaviour to learning and explains
the dynamics of engagement states. Predictive power of extracted features is increased by incorporating domain
knowledge in the pre-processing. The introduced model enables the prediction of focused and receptive states,
and of forgetting. In the second part, we extend the model to amore general framework, which takes into account
the similarities and dissimilarities of the two studied cases. Finally, we define desirable properties of a general
engagement dynamics model, while analysing the reusability of the introduced spelling model.

Keywords. engagement modelling, dyslexia, dyscalculia, dynamic Bayesian network, human learning, spelling,
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INTRODUCTION

Affective modelling is receiving increasing attention due to its recognized relevance in learning. It is
considered a particularly challenging task for two main reasons. First, ground truth is unattainable, and
thus it invariably requires indirect measures and approximations. Second, experimental data are limited
in quantity and quality due to high costs and significant noise levels. In our previous work (Baschera
et al., 2011), we have developed an engagement dynamics model in spelling learning that can adapt the
training to individual students based on data-driven identification of engagement states from student in-
put. Building upon this model, we explore whether we can transfer the existingframework to a more
general engagement dynamics model for multiple learning domains.
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Related work
In general, affective models can be inferred from several sources, such as sensor data (Cooper et al.,
2010; Heraz and Frasson, 2009) and user input data (Baker et al., 2004; Johns and Woolf, 2006; Arroyo
and Woolf, 2005). These sources differ in what they measure as well as in how that measurement occurs.
On the one hand, sensor measurements tend to be direct and comprehensive. They have the potential
to measure larger numbers of affective features. On the other hand, input measurements are not limited
to laboratory experimentation. The measurement of student interaction with a software tutoring system
offers a unique opportunity: Large and well-organized sample sets can be obtained from a variety of
experimental conditions. These recorded inputs exhibit the potential to characterize the affective state of
the student in a learning scenario. It has been shown that highly informative features, such as problem
timing and hint requests, can be extracted from log files (Arroyo and Woolf, 2005). The identification
of informative features and the incorporation of domain knowledge, eitheras implicit or as explicit as-
sumptions, can substantially increment the predictive power of the inferredmodels (Busetto et al., 2009).
Recent advances in feature selection enable the optimization of experimentaldesign to identify complex
systems (Busetto et al., 2009). In affective modelling, median splitting (Arroyo and Woolf, 2005), thresh-
olding (Johns and Woolf, 2006), and input averaging (Baker et al., 2004) are established techniques for
pre-processing.

Contribution
This study explores the definition of a general framework for modelling engagement dynamics in human
learning. In particular, we focus on developmental dyslexia and dyscalculia. We argue that the assump-
tion of similar engagement patterns in the two cases is justified and, thus, that a similar engagement model
would be beneficial. Starting from a model for engagement dynamics in spelling learning (Baschera
et al., 2011), we extend the introduced framework to the more general case of engagement modelling.
We provide a detailed assessment of similarities and dissimilarities of the two casesof developmental
dyslexia and dyscalculia in terms of learning domain, student model, and available data. Furthermore,
we analyse the reusability of the engagement model for spelling learning anddefine desirable properties
of a general model of engagement dynamics for software tutoring.

COMPARISON OF LEARNING DISABILITIES

Developmental dyslexia and developmental dyscalculia are specific learning disabilities inferring a lack
of success in language processing and mathematics, respectively. In thissection, we discuss both learning
disabilities and existing intervention programs. We highlight the similarities betweenthe conditions,
which indicate the possibility of similar engagement patterns.

Dyslexia

Developmental dyslexia is a specific learning disability which affects the acquisition of reading and
writing skills (World Health Organization, 1993). Children with developmental dyslexia tend to exhibit
inconsistent orthography speed and accuracy problems, as well as difficulty in segmenting and manip-
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ulating phonemes in words. In addition to poor writing and reading skills, poorspeech production and
spelling are other symptoms of developmental dyslexia (Goswami, 2003). Currently, developmental
dyslexia is thought to originate from a neurological disorder with genetic origin (Galaburda et al., 1985,
2006; Schulte-Korne et al., 2004; Demonet et al., 2004; Ziegler et al., 2005). The prevalence of this
disability is estimated to range from 5% to 17.5% in English speaking countries (Shaywitz, 1998), and
to about 10% in German speaking countries (Russeler et al., 2006).

Intervention

There exist a lot of intervention programs to remediate developmental dyslexia that have been scientif-
ically evaluated in children (and adults). These programs predominantly aim at training auditory and
visual functions using approaches such as low-level auditory perceptual learning (Tallal, 2004; Robichon
et al., 2002; Santos et al., 2007; Besson et al., 2007; Gaab et al., 2007;Uther et al., 2006), practice
of speech-like auditory stimuli (O’Shaughnessy and Swanson, 2000; Hatcher et al., 2006), practice of
specific manipulations of speech-like signals (Tallal, 2004), improvement ofhigh- and low-level visual
functions (Bacon et al., 2007; Lorusso et al., 2006) and combined training of auditory and visual func-
tions (Kujala et al., 2001). Other intervention techniques combine the training of reading and writing
skills (Vadasy et al., 2000; Edwards, 2003; Shaywitz et al., 2004). Lately, a few multi-modal training
programs have been proposed as well (Kujala et al., 2001; Gross and Vögeli, 2007; Kast et al., 2007).

Dyscalculia

Developmental dyscalculia is a specific learning disability affecting the acquisition of arithmetic skills (von
Aster and Shalev, 2007). Genetic, neurobiological, and epidemiological evidence indicates that devel-
opmental dyscalculia is a brain-based disorder, although poor teaching and environmental deprivation
have also been discussed in its aetiology (Shalev, 2004). Developmental dyscalculia is thought to have
its neuropsychological basis due to limited ‘number sense’, which implies a deficit in very basic numer-
ical skills such as number comparison (Landerl et al., 2004; Rubinsten and Henik, 2005; Butterworth,
2005a,b). Besides exhibiting fundamental deficits in number processing (Cohen Kadosh et al., 2007;
Mussolin et al., 2010; Kucian et al., 2006; Price et al., 2007), children withdevelopmental dyscalculia
also tend to suffer from difficulties in acquiring simple arithmetic procedures and exhibit a deficit in
fact retrieval (Ostad, 1997, 1999). The prevalence of developmental dyscalculia is estimated to about
3-6% (Shalev and von Aster, 2008; Badian, 1983; Lewis et al., 1994) inEnglish and German speaking
countries.

Intervention

Several intervention programs for developmental dyscalculia have beenproposed and the scientific eval-
uation in children proved overall successful. Existing interventions can be categorized according to the
target age and the approaches used. Early intervention programs for young children ‘at risk’ of devel-
oping arithmetic difficulties focus mostly on training basic numerical skills (Griffinet al., 1994; Wright,
2003; Van De Rijt and Van Luit, 1998). Other interventions are individualized remedial programs for
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primary school children with difficulties in mathematics (Dowker, 2001; Kaufmann et al., 2003). There
are intervention programs which specifically aim at training number representations (Kucian et al., 2011;
Wilson et al., 2006a,b, 2009; Siegler and Ramani, 2009), while other learning programs align their con-
tent to the curriculum taught in school (Lenhard et al., 2011).

Comorbidity and similarities in engagement

Developmental dyslexia and developmental dyscalculia, both brain-baseddisorders, often exhibit co-
morbidity, which is the co-occurrence of two or more disorders in the same individual. Studies show
that individuals with developmental dyscalculia do often show language difficulties as well, and vice
versa, that dyslexic individuals often suffer from difficulties in arithmetic (von Aster and Shalev, 2007;
Ostad, 1998; Lewis et al., 1994; Badian, 1999; Barbaresi et al., 2005; Dirks et al., 2008; Ackerman and
Dykman, 1995). More importantly, children with these learning disabilities oftenalso show comorbidi-
ties with ADHD (Shaywitz et al., 1994; Germanò et al., 2010; Fletcher, 2005;Barbaresi et al., 2005).
In addition, these learning disabilities often lead to anxiety and aversion against the subject (Rubinsten
and Tannock, 2010) and to underperformance in school and later in profession (Bynner, 1997). These
facts suggest that children with learning disabilities will exhibit low intrinsic motivation and attentional
problems and thus, monitoring of engagement dynamics becomes even more important. Since similar
implications are relevant for the two learning disabilities, we assume the appearance of similar engage-
ment states for developmental dyslexia and developmental dyscalculia.

LEARNING ENVIRONMENTS

The modelling of engagement dynamics is highly dependent on the propertiesof the learning environ-
ment it will be applied to. In this study, we investigate two different learning environments: the first
one is a training program for spelling learning,Dybuster, and the second one,Calcularis, is intended for
mathematics learning.

Dybuster

Dybuster (Gross and Vögeli, 2007; Kast et al., 2007) is a multi-modal training program for spelling
learning. The central idea of the training software is to recode a sequential textual input string into
a multi-modal representation using a set of codes. These codes reroute textual information through
multiple undistorted visual and auditory cues. This training strategy builds up thememory strength of
graphemes and phonemes. Visual cues include colours, forms and topology. Based on the information
theoretical model of Dybuster, eight different colours are used in the software. The mapping of letters
to colours is the result of a multi-objective optimization. For example, letters easilyconfused by dyslex-
ics, e.g., ‘m’ and ‘n’, map to visually distinct colours. The idea is to associate colours with letters to
eliminate mistakes due to letter confusion. The shapes are: spheres for smallletters, cylinders for capital
letters, and pyramids for the umlauts. The graph structure finally shows the decomposition of a word into
syllables and graphemes. An additional auditory code computes a word-specific melody that is played
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to the user when entering a word. The different codes not only transfer information, but also stimulate
different senses. This multi-sensory stimulation enhances perception andfacilitates the retrieval of mem-
ory (Lehmann and Murray, 2005; Shams and Seitz, 2008).
Dybuster consists of three different games. In the COLOUR game (Fig. 1, top left), children learn the
associations between colours and letters. Children need to remember the colours of the different letters:
The colour fades out over time and children need to pick the right one. In the GRAPH game, children
graphically segment a word into its syllables and letters (Fig. 1, top right). These first two games are
played at the beginning of the training to learn the codes that are integrated inDybuster. In the third
game WORD LEARNING, representing the actual learning game, the program presents the alternative
representations (graph, colours, shapes) of a word (Fig. 1, center). A voice dictates a word and the chil-
dren hear a melody computed from the involved letters and the lengths of the syllables. Children then
need to type the word on the keyboard. To avoid displaying completely misspelled words, the training
program provides immediate visual and auditory feedback to errors. Thesequence of words presented to
the child is adapted to the skill level and the error profile of the children.

Fig.1. The three learning games of Dybuster: COLOUR game to train the associations between colours and letters
(top left), GRAPH game for the training of the syllable structure (top right) and WORD LEARNING game with
visual presentation of the different cues (bottom center).

Training motivation is an important component for the efficacy of a learning program. The learning en-
vironment of Dybuster features 3D graphics and interaction components and thus allows immersion in a
playful 3D world. The different information channels interact with the user and give auditory and visual
feedback if errors occur. Additionally, children collect points during thetraining that can be converted to
virtual money. With this money, visual and auditory effects can be bought (Fig. 2).
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Fig.2. Example of visual interaction effects that can be bought in the shop.

Calcularis

Calcularis (Käser et al., 2011, 2012) is a training program for children with developmental dyscalculia or
difficulties in learning mathematics. It consists of multiple games in a hierarchical structure. The games
are structured according to number ranges and can be divided into two areas. The first area focuses on
number representation and number understanding in general. Games in this area train the transcoding
between different number representations and introduce the three principles of number understanding:
cardinality, ordinality and relativity. The transcoding games are ordered according to the ‘four-step
developmental model’ (von Aster and Shalev, 2007): Starting from a (probably) inherited core-system
representation of cardinal magnitude (step 1), the linguistic symbolization (spoken number) develops
during pre-school time (step 2). The arabic symbolization (written number) isthen taught in school (step
3) and finally the analogue magnitude representation (number as a position ona number line) develops
(step 4). A typical game of this area is the ORDERING game (Fig. 3(a)), where children need to decide
if a sequence of numbers is sorted in ascending order. Another importantgame is the LANDING game
(Fig. 3(b)): The position of a given number needs to be indicated on a number line by steering a falling
cone using a joystick. The second area focuses on addition and subtraction. Games in this area train
mental addition and subtraction at different difficulty levels. The difficulty of the game is determined
by the magnitude of the numbers included in the task as well as by task complexity.Furthermore, the
area also trains the understanding of the according operation. An examplegame in this area is the
CALCULATOR game (Fig. 3(c)), where children perform mental addition or subtraction.The result of
the task is entered using the keyboard. Another important game is the PLUS-M INUS game (Fig. 3(d)),
where an addition (subtraction) task needs to be modelled using one, ten andhundred blocks. Blocks can
be added and removed with mouse clicks.
The learning environment is fully adaptive, game selection and task difficultyare adapted to the child
and systematic errors can be recognized.
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(a) ORDERING game. (b) LANDING game.

(c) CALCULATOR game. (d) PLUS-M INUS game.

Fig.3. The games of Calcularis: In the CALCULATOR game, the solution of the given task needs to be typed. In the
PLUS-M INUS game, the task displayed needs to be modelled with blocks of tens and ones. Blocks can be added
and removed by clicking on the buttons with + and - signs. In the ORDERING game, children need to decide if the
given numbers are sorted in ascending order. In the LANDING game, the position of a given number (73) needs to
be indicated on the number line using a joystick.

Calcularis uses a multi-modal approach applying a special design for numerical stimuli. The different
properties of numbers are encoded with visual cues such as colour, form and topology. The program
uses different colours for the positions of the place-value system and the digits of a number are attached
to the branches of a graph. Moreover, numbers are represented as acomposition of blocks with different
colours indicating hundred, tens or individual units. Lastly, the position ofa number is displayed on a
number line. All the different stimuli are consistently used in each game of the software to reinforce
links between different number representations and improve number understanding.

Comparison

Computer-assisted learning has become popular also for learning disabilities. The effectiveness of such
systems for children with dyslexia or developmental dyscalculia has been demonstrated in recent user
studies (Gross and Vögeli, 2007; Kast et al., 2007; Baschera and Gross, 2010; Käser et al., 2012; Kucian
et al., 2011; Wilson et al., 2006a). The computer can be a valuable tool forteaching children with learning
disabilities when adhering to the following three principles:

1. The content and the goals of the training program should be theory-based. It should consider how
learning works in the particular domain and take into account the specific problems of children
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with learning disabilities. The content of Calcularis is aligned to the natural development of math-
ematical abilities. Furthermore, a bug library enables recognition of typical errors. Dybuster uses
a multi-sensory representation with cues adapted to the specific difficulties ofdyslexic children.

2. The learning environment should be motivating and encouraging. This isparticularly important
for children with learning disabilities who often have fear or aversion against the subject. The
computer takes away the learning environment from competition and providesneutral feedback.
Dybuster uses external motivators (collection of points) to keep the children motivated. Calcularis
relies on intrinsic motivation gained through learning progress.

3. Children with learning disabilities usually have heterogeneous performance profiles, thus a high
grade of individualization is necessary. Both Calcularis and Dybuster include student models
enabling adaptation to the knowledge level of the user.

The three principles are not only important for training programs for children with learning disabilities,
but for learning programs in general. As described above Dybuster and Calcularis share the same teach-
ing principles, but implement them differently. One additional common feature of the two programs is
their multi-modal approach.

MODELLING ENGAGEMENT DYNAMICS IN SPELLING LEARNING

For the Dybuster learning environment, we have already developed a model for engagement dynam-
ics (Baschera et al., 2011). The model relates input behaviour to learning and explains the dynamics of
engagement states. By quantitatively relating input behaviour and learning, the model enables a predic-
tion of focused and receptive states as well as forgetting.

Approach

The approach used for modelling the engagement is articulated in four steps: (1) description of training
process; (2) specification of extracted features; (3) feature processing based on domain knowledge; (4)
feature selection and model building.

Experimental data

The analysis is based on the input data of a large-scale study in 2006 (Kast et al., 2007). The log
files span a time interval of several months, which permits the analysis of multiple timescales: from
seconds to months. The German-speaking participants, aged 9-to-11, trained for a period of three months,
with a frequency of four times a week, during sessions of 15-to-20 minutes.On average, each user
performed approximately 950 minutes of interactive training. The training predominantly took place at
home, except once per week, when the children attended a supervised session at our laboratory to ensure
the correct use of the system. Due to technical challenges, a subset of 54 log files were completely and
correctly recorded (28 dyslexic and 26 control). This dataset records 159 699 entered words, together
with inputs, errors, and respective timestamps.
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Table 1
Extracted features and abbreviations (bold) used in the following.

Feature Description

Timing
InputRate Number of keystrokes per second.
InputRateVariance Variance of theIR .
Think Time Time from dictation of word to first input letter of student.
Time for Error Time from last correct input letter to erroneous input letter.
Time to NoticeError Time from error input letter to first corrective action.
Off Time Longest time period between two subsequent letter inputs.

Input & Error Behaviour
HelpCalls Number of help calls (repeating the dictation).
FinishedCorrectly True if all errors are corrected when enter key is pressed.
SamePositionError True if multiple errors occur at one letter position of a word.
RepetitionError State of previous input of the same word (three states:Correct / Er-

roneous / Not Observed).
Error Frequency Relative entropy (Kullback and Leibler, 1951) from observed to ex-

pected error distribution (given by the student model (Baschera and
Gross, 2010)) over last five inputs. Positive values are obtained from
larger errors numbers, negative values from smaller ones.

Controller Induced
Time to Repetition Time from erroneous input to respective word repetition.
Lettersto Repetition Number of entered letters from erroneous input to respective word

repetition.

Feature extraction

We identified a set of recorded features which are consistent with previous work (Baker et al., 2004; Johns
and Woolf, 2006; Arroyo and Woolf, 2005). Table 1 lists the features, which are evaluated for each word
entered by the learner. The set contains measures of input and error behaviour, timing, and variations
of the learning setting induced by the system controller which influence the engagement states. While
very fast typing can indicate a lack in concentration, very slow typing couldalso relate to unfocusedness
(IR andIRV ). If TT is large, the student might not actually be thinking, but just unfocused. The same
reasoning holds for the other timing features (TfE ,TtNE ,OT). Boredom or a lack of motivation can lead
to many help calls (HC). And a lack of concentration usually results in more errors (FC, SPE, RE, EF).
Finally, the controller induced features are important, as they indicate the time between repetitions and
thus have a direct influence on forgetting.
Engagement states are inferred from the repetition behaviour of committed errors and without external
direct assessments. We subscribe to the validated hypothesis of interplay between human learning and
affective dynamics (Kort et al., 2001). Committed errors and the knowledge state at subsequent spelling
requests of the same word are jointly analysed. Error repetition acts as a noisy indicator for learning and
forgetting. We restrict the analysis to phoneme-grapheme matching (PGM) errors (Baschera and Gross,
2010), which is an error category representing missing knowledge in spelling, in contrast to, e.g., typos.
We extracted14 892 observations of PGM errors with recorded word repetitions from the log files.
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Feature processing

The processing of continuous features is based upon the following central assumptions: emotional and
motivational states come in spurts (Johns and Woolf, 2006), and they affect the observed features on
a short-to-medium time scale. Thus, a time scale separation is performed: We distinguish between
sustainable progress in the observed input behaviour (f(i)) and other local effects (p(xi)), such as the
influence of engagement states. The two effects combine linearly to

t(xi) = f(i) + p(xi), (1)

with independent additive normalp(xi) ∼ N (0, σ2). The transformationt(·) of the original feature
xi consists of scaling and outlier detection. The separation of long-term variation f(i) depends on the
temporal input positioni in the student input history. The finally obtained additive termsp(xi) are re-
ferred to as processed features. Table 2 lists the employed processor modules. The logarithmic (log)
and exponential (exp) transforms reduce the differences in extreme values. The logarithmic transform
is for example used for theIR feature, as this feature shows a high variance. The splitting operation
(Ix>s) is applied on theHC feature to make it binary (zero/non-zero). Outlier detection is performed to
remove extremely large values (if the student leaves the computer,OT will be very large). The regression
subtraction serves for removing long-term training effects: One importantobservation here is that chil-
dren increase their typing velocity over the course of the training, an effect, which is removed through
the regression subtraction. A curve is fit to the data using exponential regression and in a second step
subtracted from the data. The low-pass and variance filters finally enablea separation of low frequency
components from rapid fluctuations of the processed features. A low pass filter is applied to theTfE
feature to remove short-time effects (high frequency components of the feature).
The selection of processing steps and corresponding coefficients foreach feature are the result of a
downhill simplex optimization of the differential entropy (with fixed variance) (Nelder and Mead, 1965;
Bishop, 2006), resulting in a distribution ofp(xi) with maximal normality. Figure 4 illustrates the pro-
cessing of the Time for Error (TfE) feature.

Feature selection and model building

The relation between processed featuresp(xi) and error repetitionγr is estimated via LASSO logistic
regression (Bishop, 2006) with 10-fold cross-validation for different filter and filter parameters. The
regression parameters are denoted bybi. Figure 5 illustrates the comparison between Error Repetition
Probability (ERP) predictions obtained from unprocessed and processed features. The model based on
processed features exhibits a better BIC score (−6 369) compared to unprocessed regression (−6 742).
In the selected features (see Tab. 3), we identified three main effects influencing the knowledge state at
the next repetition:

Focused stateindicates focused or distracted state of the student. In a non-focused state more
minor errors due to lapse of concentration occur, which are less likely to becommitted again at the next
repetition (lower ERP).

Receptive stateindicates the receptiveness of the student (receptive state or beyond attention span).
Non-receptive state inhibits learning and causes a higher ERP.
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Table2
Employed feature processing modules and abbreviations (bold). The parameters of the different operations are learnt from the
data.Ix>s denotes the indicator function, var stands for the variance.

Module Operation on featurex Parameters

Scaling
Logarithmic log(s+ x) s

Exponential exp(−a+x

b
) a, b

Splitting Ix>s s

Outlier detection
DeviationCut min(µ+ σ,max(µ− σ, x)) µ = mean(x) σ

Regression subtraction
Learning Curve xi − f(i) f(i) = a exp(−bi) + c a, b, c

Filtering
Low-Pass xi =

∑n

j=0
xi−jG(j, n) 1 n

Var iance xi = var([xi−n, ..., xi]) n

1 G(j, n) corresponds to the sampled Gaussian kernelG(j, n) = 1
√

2πn
e−

j2

2n .

Table3
Optimal processing pipeline (applied processing modules ordered fromleft to right), estimated parameterb and significance
for features selected by the LASSO logistic regression. Note that the exponential scaling inverts the orientation of a feature.
The last two columns show the influence of the engagement states on the features modelled in the DBN: for binary nodes the
probabilityp1 of beingtrue; for Gaussian nodes the estimated meanm of the distribution.

Feature Processing Pipeline b sig. p1[%]/m

Focused State focused non-f.
EF Exp 0.06 2e-4 0.16 -0.34
IR Log - DevC - LearnC - Var -0.12 4e-6 -0.41 0.87
IRV Log - DevC - LearnC -0.22 2e-11 -0.36 0.78
REc -0.28 8e-8 45% 32%
TfE Log - DevC - LearnC - LowP -0.50 1e-9 -0.13 0.28

Receptive State receptive non-r.
FC -0.49 1e-7 95% 88%
HC Split(zero/non-zero) 0.29 2e-4 4% 28%
OT Log - DevC - LearnC - LowP 0.27 1e-9 -0.35 1.20
REe LowP 0.20 1e-9 0.07 -0.24
TtNE Exp - DevC - LearnC -0.18 1e-5 0.11 -0.36

Forgetting
TtR Exp -0.29 2e-8
LtR Log 0.34 1e-9

Forgetting: the time (decay) and number of inputs (interference) between error andrepetition in-
duce forgetting of learned spelling and increase the ERP.

The parameters of the logistic regression indicate how features are relatedto the ERP. We inferred
the affiliation of features to engagement states based on the relations extracted from the regression anal-
ysis and expert knowledge about desired input behaviour. For example, the parameterb = 0.06 of EF
demonstrates that a higher than expected error frequency is related to a lower ERP, which indicates that a
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Fig.4. The top line exemplifies the processing pipeline for the TfE feature. In the second row, the signal of the
processing steps is plotted for the data recorded from two learners: The left most image displays the extracted
features, the center image shows the signal after the logarithmic transformation. The red lines denote the fitted
exponential regressions for the two learners. The signal after having subtracted the regression fit (denoted by the
red lines) is displayed on the right. The third row shows the respective signals for the data of all 54 students:
Histogram of extracted features (left), histogram of features after logarithmic transformation (center) and the final
histogram after performing the regression subtraction (right). After having processed the feature, the distribution
can be well approximated by a normal distribution.

student is non-focused and commits more but rather non-serious errors. By contrast, if a student does not
finish an input correctly (FC = 0), the ERP increases (b = −0.49). This relation indicates that students
are less likely to pick up the correct spelling, when they are not correctingtheir spelling errors.

In the following we investigate the mutual dependence of the two engagement states, which are
considered as nodes in a dynamic Bayesian network (DBN). We comparedthree models: (1) based
on a mutual independence assumption (F↔ R); (2) with dependence of focused state on receptivity
(F← R); (3) with dependence of receptivity on focused state (F→ R). The parameters of the DBN
are estimated based on the expectation maximization (EM) algorithm implemented in Murphy’s Bayes
net toolbox (Murphy, 2001). The mutual dependence of the engagement states is inferred based on the
estimated model evidence (BIC).
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Fig.5. ERP prediction (10-fold cross-validation) from unprocessed (left) and processed features (right). Predic-
tions are plotted as blue curve and accompanied by mean (red stroke), 68% (box), and 95% confidence intervals
(whisker) of the observed repetitions for bins containing at least 10 observations. The x-axis is denoted byb̂ ∗ x,
whereb̂ are the parameters fitted in the LASSO logistic regression and x is the vector of features.
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Results of the engagement dynamics in spelling

Figure 6 presents the graphical model (F→ R) best representing the data with a BIC of−718 577, com-
pared to−724 111 (F↔ R) and−718 654 (F← R). The relation between the Focused and Receptive
state is illustrated by their joint probability distribution in Fig. 7 (left). In a fully focused state, students
are never found completely non-receptive. In contrast, students can be distracted (non-focused) despite
being in a receptive state.

The ERP conditioned on the two states is presented in Fig. 7 (right). One can observe that the offset
between top plane (forgetting) and bottom plane (no forgetting) is greater inthe focused compared to the
non-focused state. This result underpins the assumption that more non-serious errors are committed in
the non-focused state, despite the fact that the correct spelling is actuallyalready known by the student.
Therefore, the forgetting has a lower impact on their ERP. As expected, the non-receptive state generally
causes a higher ERP. Again, this effect on learning is reduced for non-serious errors in the non-focused
state. The estimated parameters of the conditional probability distributions for allthe other observed
nodes are presented in Tab. 3 (right).
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The investigation of the age-dependence of engagement states shows that students below the median
of 10.34 years exhibit a significantly (p < 0.001) higher probability of being classified as non-receptive
(24.2%) and non-focused (32.5%) compared to those above the median (20.0% and27.0%, respectively).
This analysis indicates that younger students tend to fall into non-focusedand non-receptive states sig-
nificantly more frequently.

GENERAL ENGAGEMENT DYNAMICS MODELLING FRAMEWORK

To define a framework for building general engagement dynamics model, we extract and analyse the
main steps of the introduced model for engagement dynamics in spelling learning. In brief, we can
define the following framework:

1. Indicator definition : An indicator variable, giving an indication of the engagement state of the
children needs to be determined to label the data. This variable can be measured using sensor
data (Cooper et al., 2010; Heraz and Frasson, 2009) or by relying entirely on input data as in
our engagement model for spelling learning. Entirely data-driven indicators are usually noisy and
highly dependent on the learning domain.

2. Feature extraction: A set of recorded features needs to be extracted. This set contains measures
of input and error behaviour, timing, and variations of the learning setting induced by the system
controller. Possible features were proposed in previous work (Bakeret al., 2004; Johns and Woolf,
2006; Arroyo and Woolf, 2005; Baschera et al., 2011). The set of meaningful features is strongly
influenced by the learning environment.
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3. Feature selection: To select the features, the relation between the extracted features and the indi-
cator variable needs to be estimated, for example by using a LASSO logistic regression.

4. Model building : In a final step, the graphical model needs to be inferred from data. The pa-
rameters of the DBN can be estimated using expectation maximization. The quality ofdifferent
graphical models can be assessed by their BIC score. Model validation can also be performed with
Approximation Set Coding (Haghir Chehreghani et al., 2012).

This framework gives an overview of the steps to be taken in order to build amodel for engagement
dynamics in any domain. Steps 1 and 2 are essential when trying to find a valid model. These two initial
steps, however, are also highly dependent on the particular learning domain and the learning environment.
The indicator function and the set of features that we applied for the engagement model in spelling are
not directly applicable to other domains (such as learning mathematics) for the purpose of modelling
engagement dynamics.

ENGAGEMENT MODEL FOR MATHEMATICS LEARNING

Constructing a model of engagement dynamics requires a generic framework to support generalization
of engagement behaviour. We start by referring to the previously developed model for engagement
dynamics in spelling learning and explore its re-usability. As discussed above, steps 1 and 2 of the
general framework are essential. They highlight the dependence on thelearning domain and on the
specific environment. Thus, a careful comparison between the learning domains, the student models, as
well as the available experimental data has to be conducted to decide which parts of the existing model
for spelling learning can be reused. Furthermore, we assess the limitations of the existing model and
provide suggestions on how to overcome them.

Learning domain

Spelling learning

Spelling a word can be seen as translating from spoken language to written language. In an alphabetic
language, like for example English or German, the spoken phonemes need tobe matched to graphemes.
This matching is not unique because some phonemes can be matched to several graphemes (for instance,
the phoneme /f/ can be matched to the graphemes ‘f’ and ‘v’ in German). Forspelling learning, different
models have been proposed so far. One model for instance suggests that spelling is learnt through the
identification of implicit and explicit rules (Hilte and Reitsma, 2011; Ehri, 2000; Cassar and Treiman,
1997; Landerl and Reitsma, 2005; Pacton et al., 2001). Children build upa mental print lexicon, but
also abstract regularities from print and are taught rules that underlie their spelling system. It has been
shown that children already use phonological and morphological rules from an early age. Another model
suggests that spelling is learnt by analogy (Bosse et al., 2003; Campbell, 1985; Marsh et al., 1980;
Martinet et al., 2004; Nation and Hulme, 1996, 1998). In this model, the spelling of new words is
learnt by analogy to known words called reference words. Both of these presented models imply that
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spelling learning is a rathernon-hierarchicalprocess. Rather than learning and understanding concepts
and strategies that build up on each other, the process consists of memorizing the phoneme-grapheme
matching and its irregularities or of building analogies to existing words.

Mathematics learning

Current neuropsychological models postulate the existence of distinct representational modules. These
modules are located in different areas of the brain and are relevant foradult cognitive number processing
and calculation. They are activated according to the particular needs of given tasks. In this context, a
widely known model is the ‘triple-code model’ (Dehaene and Cohen, 1995), which assumes three mod-
ules for number processing: a verbal number representation supporting verbal counting and number fact
retrieval, a visual-Arabic number representation required for solving written arithmetic, and an analogue
magnitude representation (spatially organized abstract number line) for semantic number processing.
The three representational modules denote the end-state of the learning process, the ‘four-step develop-
mental model’ (von Aster and Shalev, 2007) describes the path to this final state. This developmental
model suggests that the relevant modules develop hierarchically over time depending on the growing
capacity and availability of domain-general functions like attention, working memory and processing
speed. Rather, Kucian and Kaufmann (2009) suggest an increasing overlap of the different number rep-
resentations over time. Mathematics learning is, however, not only hierarchical with respect to number
processing. Studies have shown that so called precursor abilities such as counting or subitizing are crucial
for later mathematical understanding (Landerl et al., 2004; Mazzocco and Thompson, 2005). Strategies
develop over time also in the domain of arithmetic operation: children start with simplecounting strate-
gies and proceed to more mature strategies and fact retrieval (Carpenterand Moser, 1984; Beishuizen
et al., 1997). To summarize, there exists convincing evidence of the fact that learning of mathematics is
hierarchical in nature: knowledge builds on top of previously learnt concepts. If a step is missing, later
steps cannot be learnt effectively.

Student model

Dybuster

In Dybuster, the selection of words to be prompted is adapted to the skill levelof the children. The
word selected to be trained next is the word with the highest progress potential with respect to training
time. The knowledge representation is an estimate of individual mal-rule difficulties. Mal-rules define
different error types which a child can commit. Possible error categories are, e.g., capitalization errors,
typing errors (depending on key distance or for technical reasons),letter confusion (visual or auditory
similarity) or erroneous phoneme-grapheme matching. As immediate feedback is presented after an er-
roneous letter, error classification is ambiguous, i.e., different deficits can lead to the same final error.
To deal with this ambiguity, Dybuster uses an inference algorithm for perturbation models based on
Poisson regression (Baschera and Gross, 2010). The algorithm is designed to handle unclassified input
with multiple errors described by independent mal-rules. During the training,the representation of the
student’s mastery of the domain is continuously updated after each entered word. Based on these es-
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timates, a prediction of further spelling performance and a classification of committed errors for each
individual student can be estimated. In addition to this spelling knowledge representation, the word se-
lection controller accounts for the optimal time to repetition (time until a previously misspelled word is
repeated).

Calcularis

In Calcularis, the selection of games and tasks is adapted to the skill level of the child. The mathematical
knowledge of the user is modelled using a DBN. This network consists of a directed acyclic graph
representing different mathematical skills and their mutual dependencies. The resulting student model
contains 100 different skills. Each skill can have two states: a learnt stateand an unlearnt one. The
probabilities for these states are inferred by posing tasks and evaluating user actions. After each solved
task, the system updates the posterior probabilities of the skills. Describing the structure of the student
model as a graph suggests that the selection of actions is rule-based and non-linear. Based on the current
state, three possible actions can be selected: going back to an easier skill, going forward to a more
difficult skill, or additional training of the current skill. This decision is based on lower and upper
thresholds. If the option of ‘go back’ or ‘go forward’ is selected, the system selects the next candidate
skill on the basis of the built-in system of rules. It has been shown that this type of control mechanism
is beneficial for the children’s progress (Käser et al., 2012). An additional feature of the student model
is the attached bug library which is directly integrated with the DBN. The system isable to recognize
typical errors that children commit in arithmetic.

Experimental data

The available experimental data depend on the learning environment and thestudent model used, and
thus indirectly also on the learning domain and the properties of the respective learning disability. For
both learning environments, log file data have been collected during evaluation. The experimental data
for Dybuster comprise 54 log files (54 participants), recording approximately 950 minutes of interac-
tive training per user and consisting of159 699 entered words, together with inputs, errors, and respec-
tive timestamps. For Calcularis, 96 log files (96 participants) containing approximately 600 minutes of
computer-based training per user, giving a total of144 000 tasks, are available. Calcularis records all
tasks together with inputs, errors and respective timestamps. Furthermore,all user inputs (including
careless keystrokes and mouse clicks) are recorded.

Although the experimental data looks similar for both learning environments at first glance, it is
quite different when extracting possible features. For the Dybuster learning environment, features such
as the typing velocity or the answer time can easily be compared across words. For the Calcularis
environment, the situation is different. Calcularis uses a hierarchical skill model. Tasks associated with
different skills have different properties and difficulty levels and thus features cannot be easily compared
over different task types. The answer time for an addition task, such as ‘3+4’, will always be shorter
than for the addition ‘53+39’. This fact also limits the number of available samples for comparison as
the samples need to be divided onto the different skills. Moreover, the Calcularis learning environment
features games with different input possibilities such as a joystick, mouse click or keyboard input. This
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increases the variability of the data but in turn also makes comparison betweendifferent tasks more
challenging.

Engagement model - limitations and extensions

The comparisons conducted in the previous sections have shown that there are significant differences in
the two learning domains, the modelling of the student in the environment, as well as in the availability
and interpretation of the experimental data. Given this information, we will, in thefollowing, assess the
first two steps of the engagement model for spelling learning to identify the parts of the model that can
be reused. Furthermore, we define desirable properties of an indicatorfunction (step 1) and a feature set
(step 2) applicable to learning in general and make a first draft of a possible general feature set.

Indicator function

The model for engagement dynamics in spelling learning uses the error repetition probability (ERP) as a
noisy indicator. If the student is in a distracted state, more careless errorswill occur which are unlikely
to be repeated (low ERP). If the student is in a non-receptive state (inhibitslearning), committed errors
will probably be repeated (high ERP). This indicator function is meaningfulunder the following (strict)
assumptions:

• Stationary learning environment: The learning environment consists of onlyone type of task (here
the typing of words).

• Non-hierarchical learning domain: The learning works in a non-hierarchical way, for example
through memorization. This assumption means that a word is learnt through memorizing the
spelling in the case of Dybuster.

The learning environment for mathematics learning as well as the learning domain do not fulfill these
properties. Calcularis consists of a number of skills at varying difficulty levels, each of them depending
on each other. Performance or error measures can thus not easily be compared across the different skills.
Furthermore, mathematics learning is very hierarchical. Besides knowing rules or building procedural
knowledge, conceptual knowledge (understanding the ‘why’) needsto be built. If a child makes an error
such as ‘12-5=3’, it makes no sense to repeat exactly the same task aftera certain amount of time. The
child needs to learn how a ten-crossing is handled. Having learnt that, the child can solve all tasks
involving a ten-crossing.
How should an appropriate indicator function look for a hierarchical learning domain and a learning
environment employing different skills? Why do we need an indicator function in the first place? As we
rely on input data only, no ground truth about the emotional state of the useris available. The indicator
function represents the emotional state (for example engagement) over time and thus provides us with
a labelling of the data and therefore we deal with supervised learning instead of unsupervised learning.
Assuming an interplay between human learning and affective dynamics (Kort et al., 2001), an indicator
based on performance measures in the learning environment can be selected. However, being in an
engaged state is a necessary but not sufficient condition for learning.The indicator function therefore
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needs to differentiate between different reasons for low progress in the environment. Besides not being
engaged, the tasks posed can be too easy or too difficult (not matching theskill level of the user) or
there can be task comprehension problems. All these cases need to be taken into account. Furthermore,
the indicator function needs to consider the hierarchical structure of the skills and the dependencies
among them and thus also account for previous knowledge. Still, an indicator function relying purely on
input data will always be an approximation of ground-truth. The input datacan, however, be enhanced
to increase the reliability of the indicator. Calcularis, for example, also records careless input of the
children such as random key strokes or mouse clicks. These inputs givean additional indication of the
engagement state.

Feature set

The set of features used for the engagement dynamics model in spelling learning is very specific and
in particular also very much adapted to the learning domain and the learning environment used. The
features used can be divided into three categories. Features in theTimingcategory are useful to indicate
attention, but also particularly specific to the learning environment. Featuressuch as the input rate and
its variance assume an environment where the results are entered via the keyboard and where the typing
velocity is meaningful, which is not the case for the mathematics learning environment. Also features
such asTfE and TtNE assume an immediate feedback on the error (before the child has typed the
whole result). On the other hand, think time and off time indicate the child’s performance also in the
mathematics learning environment. Also in the second category focusing onInput & error behaviour,
only few features can be re-used. Help calls are for example not possible in every environment. The
FC feature is only meaningful if feedback on errors is given already while the child enters the result.
And theSPE feature is specific to the learning domain. In contrast, features such as repetition error or
error frequency describe general error behaviour (Does the user repeat errors? How many errors does the
user make?) and thus are meaningful for any learning domain. The third category (Controller Induced)
is completely dependent on the learning environment, as these features areinduced by the controller of
the particular environment. Table 4 discusses which features are specificto the learning domain and
the environment of spelling learning, and which features could be reusedfor the mathematics learning
environment.

As is evident from the table, the given feature set is specifically designedfor the spelling learning
environment, yielding very good results. For this reason, most of the features cannot be directly applied to
a different learning domain or a different learning environment such asmathematics learning. However,
we can divide the features designed for the spelling learning environmentinto different feature categories
and derive a general feature set from those. We use the categoriesinput behaviour, problem statement,
problem-solving behaviour, performanceandenvironment. Table 5 shows the categories as well as our
suggestion for a general feature set associated with these categories for engagement dynamics modelling.

The features of the comprehensive feature set can be used for different learning domains and envi-
ronments and are particularly suitable for hierarchical learning domains such as mathematics learning.
Table 6 shows that most features could be directly applied to the mathematics learning environment, such
as the one provided by Calcularis.
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Table 4
Assessment of feature set for the engagement dynamics model in spelling learning.

Feature Assessment Reason

Timing
InputRate No Input rate not meaningful for mathematics learning.
InputRateVariance No Same reason as for theIR .
Think Time Yes Can be replaced by answer time, i.e., the time the child needs to answer the task.
Time for Error No Only meaningful in an environment with immediate feedback on errors.
Time to NoticeError No Feedback is only given after the whole result has been entered.
Off Time Yes Could be redefined to be the time until the child starts answering the task.

Input & error behaviour
HelpCalls No No help calls possible in the environment.
FinishedCorrectly No Feedback is only given after the whole result has been entered.
SamePositionError No Only meaningful for spelling learning.
RepetitionError Yes Might be replaced by assessing the previous opportunity the child had to apply

a certain skill.
Error Frequency Yes Student model needs to compute expected error distribution.

Controller Induced
Time to Repetition No Repetition of exactly same task is not done.
Lettersto Repetition No Repetition of exactly same task is not done.

DISCUSSION

In this paper, we introduced a framework for modelling engagement dynamics in spelling learning. We
discussed possible extensions in the context of learning in mathematics. The study explores the idea of
transferring existing results in the context of engagement modelling to general applications for learning
disabilities. Our assumptions are scientifically justified by the significant co-occurrence of dyslexia and
dyscalculia with ADHD and the similar implications such as anxiety and low intrinsic motivation of
the two learning disabilities. This observation constitutes a clear indicator of theexistence of similar
engagement dynamics, thereby suggesting general measures and modelsof engagement.

We performed a detailed analysis of similarities and differences of the two disabilities. In the fol-
lowing, we present a summary of our findings and finish with a short conclusion.

Summary

In this paper, we argued that similar engagement patterns can be assumed for developmental dyslexia
and developmental dyscalculia. On the basis of the available justifications, it follows that a similar en-
gagement model for both learning disabilities would be favourable. Our analysis of the learning domain
and the learning environments, of their corresponding student models, aswell as of the experimental
data, suggests that the proposed framework is suitable for the case of developmental dyscalculia. Our
findings show, however, that indicator functions and features are specific to the learning domain. Table 7
summarizes the similarities and dissimilarities of the two cases.

From this comparison we conclude that there are substantial differencesin the learning domain,
which in turn directly influence the learning environment and the student model. Furthermore, these
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Table 5
Sketch of a general feature set (abbreviations in bold) for engagement dynamics modelling.

Generalized feature Description

Input behaviour
InputType The type of the input, e.g., mouse, keyboard, pull-down menu, etc.
Valid Input True if the input is valid, e.g., input string only contains numbers.
InputStatistics Statistics of the input as for example mean input rate or input rate variance.
Problem-orientedInput True if the input is related to the problem, e.g., user enters text into the answer.

Problem statement
ProblemDifficulty Ideally an overall measure of the problem difficulty.
ProblemType The kind of problem at hand.
ProblemFamiliarity True if the user is familiar with the kind of problem.

Problem-solving behaviour
Time toSolution Total time spent on this problem until solution.
TimeLastSolutions Total time spent on the lastn problems.
TimeDeviation Standard deviation from mean time to solution for this kind of problem.
AnswerTime Time until user starts answering the problem after she sees the problemstatement.
ProblemApproach The user’s approach to the problem, e.g., trial and error,systematic, etc.
HelpUsage If a help system is available how is it used, e.g., frequency of use.

Performance
Correctness ofAnswer Assessment of user answer: correct, wrong or misconception.
AnswerAssessment User performance meets model expectations (e.g., posterior probability).
Error Information Information about the committed error, e.g., spelling error.
Error Repetition Number of errors in the past for the same kind of problem.
Error Frequency Frequency of certain error types.
Error Count Number of errors that are similar to the current error in the lastn problems.

Environment
TimeBetweenProblems Time from last similar problem to this one.
Similar ProblemsCount Number of problems that were similar to the current one in the lastn problems.
Work BetweenProblems Amount of work between the current and the last similar problem.
SessionDuration Duration of the training session.
Time of theDay Time of the day the training session takes place.

differences indirectly affect the experimental data as well. Therefore,the application of the indicator
function and of the feature set specified for the model of engagement dynamics in spelling learning is
fairly sophisticated. Rather, a more general indicator function and a comprehensive feature set need to
be defined. At present, this is an area of active research.

Conclusion

This study presented a model for engagement dynamics for spelling learning and its extension. We raised
the question of how a general framework for modelling engagement dynamics in learning could be de-
fined, focusing on developmental dyslexia and developmental dyscalculia. Our results emphasize that
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Table 6
Assessment of the general feature set for the mathematics learning environments.

Generalized feature Assessment Reason

Input behaviour
InputType Yes Mouse, keyboard, joystick.
Valid Input Yes Input is a valid number.
InputStatistics No Input statistics not meaningful for the specific environment.
Problem-orientedInput Yes Click at the right place (where you should click).

Problem statement
ProblemDifficulty Yes Can directly be derived from the student model.
ProblemType Yes Trained skill.
ProblemFamiliarity Yes True if the user has trained the same skill before.

Problem-solving
Time toSolution Yes Directly applicable.
TimeLastSolutions Yes Directly applicable.
TimeDeviation Yes Directly applicable.
AnswerTime Yes Directly applicable.
ProblemApproach Yes Problem omission can be detected.
HelpUsage No No help system available.

Performance
Correctness ofAnswer Yes Directly applicable.
AnswerAssessment Yes Comparison of student’s performance against estimated model performance.
Error Information Yes Directly applicable using the bug library.
Error Repetition No Repetition of exactly same task is not done.
Error Frequency Yes Directly applicable using the bug library.
Error Count Yes Directly applicable using the bug library.

Environment
TimeBetweenProblems Yes Time from last problem that trained the same skill to this one.
Similar ProblemsCount Yes Number of problems that trained the same skill in the lastn problems.
Work BetweenProblems Yes Amount of work between last problem that trained the same skill and this one.
SessionDuration Yes Directly applicable.
Time of theDay Yes Directly applicable.

the indicator function and the feature extraction are particularly important forselecting a valid model.
A closer comparison highlighted, however, the strong dependency of these two steps on the learning
domain, the student model that is used, and the available experimental data. The conducted comparison
illustrates that there are significant differences in the learning environments which prevent a straightfor-
ward application of the engagement model in spelling learning onto mathematics learning. We defined
desirable properties of a general indicator function and proposed a comprehensive feature set in order to
exploit the increased flexibility that is provided by such a general engagement model.
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Table 7
Comparison of the two cases of developmental dyscalculia and dyslexia.

Category Dyslexia Dyscalculia

Learning disability Brain-based disorder Brain-based disorder
Comorbidities (Dyscalculia, ADHD) Comorbidities (Dyslexia, ADHD)
Aversion & anxiety against the subject Aversion & anxiety against the subject

Learning domain Static (non-hierarchical) Hierarchical
Learning through memorization & analogies Conceptual knowledge important

Learning environment One main learning game Range of games ordered hierarchically
Multi-modal cues recode textual input string Visual cues encode properties of number
Difficulty of word adapted to user Selection of games and tasks adapted to user

Student model Poisson-based perturbation model Dynamic Bayesian network
Selection of word with highest progress potential Non-linear, rule-based task selection

Experimental data Input logs with inputs, errors and timestamps Input logs with inputs, errors and timestamps
Input from keyboard Input from keyboard, mouse and joystick
No additional information Recording of invalid inputs
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