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Abstract. Intelligent tutoring systems are adapting the curriculum to
the needs of the student. The integration of stealth assessments of stu-
dent traits into tutoring systems, i.e. the automatic detection of student
characteristics has the potential to refine this adaptation. We present a
pipeline for integrating automatic assessment seamlessly into a tutoring
system and apply the method to the case of developmental dyscalcu-
lia (DD). The proposed classifier is based on user inputs only, allow-
ing non-intrusive and unsupervised, universal screening of children. We
demonstrate that interaction logs provide enough information to iden-
tify children at risk of DD with high accuracy and validity and reliability
comparable to traditional assessments. Our model is able to adapt the
duration of the screening test to the individual child and can classify a
child at risk of DD with an accuracy of 91% after 11 minutes on average.

Keywords: automatic assessment, feature processing, Bayesian network,
pairwise clustering, computer-based screening, dyscalculia

Intelligent tutoring systems (ITS) are gaining importance in education. A lot
of research has been conducted to represent and model student knowledge ac-
curately, design effective curricula and develop optimal instructional policies.
A large body of work has focused on mining the data logs collected from ITS.
Important topics in this area are automatic stealth assessments such as the eval-
uation of student learning or detection of student properties (e.g. intelligence,
learning disabilities) [31]. Traditional assessments are often time consuming and
have to be supervised by an expert, rendering them expensive in practice. Hence,
this approach does not scale and is therefore not suitable in many cases, such as
MOOCs, large university courses, or widespread screenings in elementary schools
to enable early detection of learning disabilities.

Previous work has investigated stand-alone automatic digital assessments, in-
cluding research on automatic scoring [5], item generation [18] and game-based
assessment [20]. Furthermore, digital screening programs replacing traditional
neuropsychological tests, for example for dyscalculia [10] or dyslexia [12], have
been developed. Ideally, such computer-based screening programs are seamlessly



integrated into an ITS. This enables not only automatic and non-intrusive as-
sessment of students, but also analysis and detection of student traits that allow
for a better adaptation of the curriculum to the individual needs. Despite these
advantages only few work have addressed such ITS systems with fully integrated
assessment. One step in this direction are integrated behavior detectors identify-
ing students gaming the system [6], finding wheel-spinning students [9] or mod-
eling engagement, e.g. [8, 1, 14]. Other work used clustering and classification
approaches to detect students’ mathematical characteristics [23].

In this paper, we propose a pipeline for integrating automatic assessment,
i.e. detectors of student traits, directly into the tutoring system. We validate
our approach for the case of developmental dyscalculia (DD) (a specific learning
disability affecting the acquisition of arithmetic skills [2]) and the game-based
training environment Calcularis [22].

Our pipeline leverages the potential of machine learning algorithms. Its data-
driven nature features several advantages. First, since it builds upon a large set
of student training data, the costs for model building are low and the accuracy
of the classifier can be continuously improved as more student data is added over
time. The test duration can be adapted to each child individually, which reduces
the average test duration substantially. Second, our classifier can be seamlessly
embedded into an ITS (in our case Calcularis [22]), where the assessment runs
continuously and non-intrusively in the background. This integration reduces
testing expenses and emotional stress imposed to children is kept at a minimum.
The embedding allows the ITS to leverage the information from the stealth as-
sessment during the training. Third, our pipeline has the potential to be applied
to a different ITS and be used for the assessment of different student traits.

We extensively evaluate the accuracy, practicability, and validity of our ap-
proach on data logs from 68 children. Our results demonstrate that we can iden-
tify children at risk of DD with a high accuracy (91% sensitivity, 91% specificity)
within a short time (11 minutes on average). We conclude from our results that
recorded user inputs alone could potentially allow for a detailed reconstruction
of student traits and that the integration of stealth assessments may refine the
adaptation of the curriculum that ITS are currently providing.

1 Adaptive Classification Algorithm

Our adaptive classification is based on the training environment Calcularis [22],
a computer-based system for learning mathematics designed for children with
DD. The program is structured into different instructional games, which are
designed based on current neuro-cognitive theory. Calcularis consists of ten dif-
ferent games representing 100 different skills that are essential for learning math-
ematics. Our model building process consists of four steps (see Figure 1). We
first extract a large set of candidate features and then perform feature selection
based on common similarity measures. Next, we build our adaptive classifier by
first sorting the selected features and then defining a Naive Bayes model.
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Fig. 1. Processing pipeline: Pairwise distances of features f serve as input for the clus-
tering. We select the representative feature per cluster and determine an optimal feature
ordering. A Naive Bayes model is trained on the selected features. The probabilistic
output of the classifier is used to adapt the test duration to each child.

Feature extraction. We identified a set of recorded features that describe dif-
ferent mathematical properties of the user. These features can be classified into
skill- and game dependent features, and are summarized in Table 1. Skill depen-
dent features provide information about tasks associated with a specific skill.
The performance P for a skill measures the ratio of correctly solved tasks for
a given number of tasks. We expect children without DD to outperform chil-
dren with DD on these tasks, since mathematical abilities of children with DD
are at a level comparable to the level of children without DD of lower age [3].
Answer time AT is measured for all skills as children with DD tend to have
longer answer times compared to children without DD [17]. They often show
deficits in fact retrieval and tend to have difficulties to acquire arithmetic pro-
cedures [28] which increases answer times for simple arithmetic tasks. We count
typical mistakes TM for a subset of games where such a measure is meaningful.
TM are extracted by matching the erroneous result to a set of error patterns.
As an example switching the digits of the result in an arithmetic task is consid-
ered a typical mistake (e.g. 15 + 9 = 42). The complete set of error patterns
is described in [22]. Additional game dependent features were chosen related to
specific games. The estimation game feature E measures the relative number of
overestimates when estimating the number of points in a point cloud. Whether
children with DD are less sensitive to differences in this number representa-
tion is not consistently supported by recent work [27]. The feature SN for the
secret number game measures the reduction of the search interval while repeat-
edly guessing the same number. This feature quantifies common problem-solving
strategies such as bisection of the search interval or linear search. The ordering
game feature O measures the ratio of false positives when assessing whether
numbers are in ascending order. Children with DD are shown to be less efficient
when processing numbers [26], therefore we hypothesize that they will perform
worse when comparing numbers. The landing game feature L measures the error
of the number estimate. Deficits in spatial number representation as often shown



Feature Description

Skill dependent features (extracted at specific skills)

Performance Ratio of correctly solved tasks.
Answer Time Average answer time.
Typical Mistakes Number of typical mistakes committed.

Game dependent features

Estimation Estimating the number of displayed points.
E is the ratio between number of overestimates and task count.

Secret Number Guessing a number in as few steps as possible.
S is the ratio by which the remaining search interval is reduced.

Ordering Is a number sequence ordered ascending?
O is the ratio of false positive and incorrectly solved tasks.

Landing Positioning a number on a number line.
L is the distance to the correct position of the given number).

Table 1. Extracted features and abbreviations (bold) used in the screener.

by children with DD [25] are obstructive to this task, thus we expect children
with DD to perform significantly worse compared to peers without DD.

Feature selection. Our feature extraction yields a few hundred features, each
corresponding to a set of tasks the user has to solve. Therefore, the number of
features directly influences the test duration. To limit the test duration and to
remove possible correlations between features, we only use a subset of features
for classification. We cluster the features into groups based on their similarity
and select one representative feature per cluster. As the different feature types
have different domains (e.g., P ∈ [0, 1], AT seconds > 0) a direct comparison
between the features is not meaningful. We therefore process the features to
make them comparable.

In a first step, we compute a similarity matrix Ki ∈ [0, 1]
S×S

for each feature
fi, where S denotes the number of children. Therefore, Ki contains the pairwise
similarities between each pair of children regarding feature fi. We design the
matrices based on the nature of each feature and in particular exploiting invari-
ance of the feature types. For example, for the answer time AT we combine a
Gaussian kernel with a log transform to obtain

Ki(s, u) = exp

(
−‖log(fsi )− log(fui )‖2

2σ2

)
, (1)

where fsi and fui denote the respective feature values for children s and u. We
incorporate a cumulative beta distribution to design the similarity matrix for the
performance features P. For the SN feature, we designed an exponential ker-
nel. All other features (TM,E,O,L) apply a standard Gaussian kernel. Further
details regarding the design of the different kernels can be found in [24].

In a second step, we cluster the features using pairwise-clustering [21] based
on the pairwise distances dij = ‖Ki −Kj‖F between all feature pairs using
the Frobenius norm. We then compute an optimal matrix T, which contains
the pairwise Hamming distances between child labels, i.e., T(s, u) = 0 if s and
u belong to the same group ∈ {DD,CC}, with CC referring to control, and



T(s, u) = 1 otherwise. For each cluster, we select one representative feature,
which is the one with the smallest distance dti = ||Ki −T||F to matrix T.

Probabilistic classifier. Based on the selected features, we develop a proba-
bilistic model that adapts the test duration to the individual child. The clas-
sification task is solved using an adapted Naive Bayes model, which assumes
conditional independence of all the features fi given the group label Y (Y = 0
child with DD, Y = 1 CC), but was shown to perform optimally even if the
independence assumption is violated [34]. Correlations between features are low
in our case (average ρ=0.07, <1% significant correlations at α=0.001) because
of our feature selection step. The posterior probability of the group label Y for
a child given N observed features is proportional to

p(Y |f1, ..., fN ) ∝
N∏
i=1

p(fi|Y ) · p(Y ), (2)

where for every feature we choose the density p(fi|Y ) from a set of standard
distributions that best models the data according to the BIC score. We assume
a normal distribution for the features E, SN, O and L, and a Beta, Gamma,
and Poisson distribution for P, AT, and TM, respectively. The prior probability
p(Y ) is set to the estimated prevalence of DD [30]. Due to the independence as-
sumption, we can deal with cases where we only observe a subset of all features.
After observing the first feature f1, we can compute p(Y = 1|f1). Having ob-
served f2, we infer p(Y = 1|f1, f2) etc. For any threshold τ ∈ [0, 1], the predicted
group label Ŷ can then be computed as

Ŷ =

{
1 p(Y = 1|f1, ..., fn) > τ

0 otherwise.
(3)

Feature ordering. To determine the optimal ordering of the tasks in the test,
we compute the amount of group information contained in each feature. We
prefer features where the feature values differ substantially across the groups (DD
and CC) and are similar within the group. To assess the quality of each feature
fi, we use an unpaired t-test for a difference in means of the two independent
groups. We then order the features by sorting the calculated p-values in ascending
order, i.e., the feature with the smallest p-value is asked first.

Stopping criterion. The optimal point in time to stop the test is heuristically
determined. After observing the first t features the classifier has a current belief
about the group label of a child and predicts the label based on p(Y |f1, . . . , ft) >
τ (see Equation (2)). Intuitively, we stop the test if observing the next feature
would not contradict our current belief about the group label. As the next feature
value ft+1 is unknown, the feature value in the training data f̂t+1 that contradicts
the model’s current belief the most is taken instead. We stop if observing f̂t+1

is not changing the current belief, i.e., if p(Y = 1|f1, ..., ft) > τ and p(Y =

1|f1, ..., ft, f̂t+1) > τ
2 .



BMBF data set [14] Classroom evaluation

# children (DD/CC) 68 (32/36) 156 (8/148)
# children 2nd/3rd grade 28/40 98/58
Nationality Germany, Switzerland Switzerland
Test setting Home Classroom
Standardized tests Parts of ZAREKI-R, HRT,

BUEGA
ZAREKI-R, HRT, CFT1 /
CFT20-R

Screener model Trained Reused from BMBF data set
Avg. test duration 11min 18min
Sensitivity / specificity 0.91 / 0.91 0.63 / 0.85
# misclassified children 5 17

Table 2. Summary of the two data sets used for the screener evaluation.
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0 0.1 0.2 0.3 0.4

Fig. 2. Resulting selected features along with the corresponding skills and feature
ordering in the test. The relationship between a feature and the test score is shown on
the right, using Pearson’s correlation coe�cient (yellow) and the maximal information
coe�cient MIC (green). All relationships show high non-linear components, making
the classification task more di�cult.

five tasks per feature, which leads to 85 tasks in the test. The selected features
are listed in Figure 2. For all the features we calculated Pearson’s correlation
coe�cient ⇢2 as well as the maximal information coe�cient (MIC) [22] between
the feature and the test score. While ⇢2 is a measure for linear relationships, MIC
is a recently introduced measure that captures non-linear relationships. For most
features the relationship is highly non-linear, which prohibits the use of simple
prediction methods such as linear regression. The feature ordering gives us the
optimal task sequence in the test as listed in Figure 2.

Performance. To evaluate the performance of our classifier we used .632 boot-
strap with resampling (B = 300) using di↵erent thresholds ⌧ . In Figure 3, left,

Type/Nr. Order Skill Range

AT/1 2 Addition 2,1 TC* (’13+8=21’) 0-100
AT/2 14 Point set estimation 0-100
AT/3 4 Subtraction 3,1 TC* (’122-7=115’) 0-1000
AT/4 8 Addition 3,1 TC* (’128+4=132’) 0-1000
AT/5 15 Are numbers sorted ascending 0-100
AT/6 12 Spoken to written number 0-10
P/1 5 Spoken to written number 0-100
P/2 10 Subtraction 2,2 TC* (’56-38=18’) 0-100
P/3 1 Find neighbor numbers ±10 0-100
P/4 11 Spoken to written number 0-1000
SN/1 7 Guess a number 0-10
SN/2 13 Guess a number 0-100
TM/1 3 Subtraction 2,1 TC* (’74-9=65’) 0-100
TM/2 9 Assign spoken number to number line 0-100
TM/3 16 Addition 2,2 TC* (’23+18=41’) 0-100
TM/4 6 Subtraction 2,2 (’48-36=12’) 0-100
TM/5 17 Assign written number to number line 0-1000

* TC : with carrying / borrowing

Coefficient score
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Fig. 2. Selected features and their corresponding skills and ordering in the test. The
relationship between a feature and the test score is shown on the right, using Pearson’s
correlation coefficient (yellow) and the maximal information coefficient MIC (green).

2 Experimental Evaluation

The experimental evaluation of our method was based on log files from 68 par-
ticipants (32 DD, 36 CC) of a multi-center user study conducted in Germany
and Switzerland [32]. During the study, children trained with Calcularis at home
for five times per week during six weeks and solved on average 1551 tasks. There
were 28 participants in the 2nd grade (9 DD, 19 CC) and 40 children in the
3rd grade (23 DD, 17 CC). The diagnosis of DD was based on standardized
neuropsychological tests [4, 19, 16].

We calculated the accuracy, the specificity and the sensitivity of our model
based on the predicted and the true label of the students (either DD or CC).
All results were computed on unseen students in the test set. Training and
test sets were created using .632 bootstrap with resampling (B = 300). All
parameter estimates are based on maximum likelihood estimation using Nelder-
Mead simplex direct search. The optimization stops when the improvement in
the likelihood is < 10−4 or after 400 iterations. Hyper parameters (parameters
for kernels and features) and features (including feature ordering) were selected
using nested cross validation, employing .632 bootstrap with resampling (B =
300) on top of 10-fold cross validation. The optimal number k∗ of clusters in
the feature selection step was heuristically determined by limiting the maximal
test duration to <35 minutes. Since we required five recorded tasks per feature
(average recorded task time: 0.39 minutes), this test duration results in k∗ =17
clusters (which leads to 85 tasks in the test).

Content validity. 17 features were automatically selected based on the recorded
data alone. For all features we calculated Pearson’s correlation coefficient ρ2 and
the maximal information coefficient (MIC) [29] between the feature and the test
score to measure the linear and non-linear relationships, respectively. For most
features the relationship is highly non-linear, which prohibits the use of simple
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Fig. 3. Left. Performance comparison of the classifiers using ROC curves. The adap-
tive approach with reduced test duration (red) shows comparable performance to the
classifier using all features (green). Points on the curves correspond to different proba-
bility thresholds τ at which the model decides if a child has DD. Right. Test durations
for all children (grey) and DD (red). Our adaptive screener requires on average 11 test
minutes to classify a child. Around 40% can be classified already after 5 minutes.

prediction methods such as linear regression. The feature ordering yields the
optimal task sequence in the test as listed in Figure 2.

The automatically selected features agree well with findings in previous work
on DD. Deficits in number comparison that are shown by children with DD [26]
are captured by considering temporal and performance values (AT/5, P/3). Chil-
dren with DD exhibit deficits in number processing [13]. Number processing skills
are captured in various features and include again temporal and performance
information (AT/2, AT/6, P/1, P/4). The features extracted from the number
line game (TM/2, TM/5) capture typical mistakes in spatial number represen-
tation [11]. Furthermore, different problem solving strategies are analyzed based
on the Secret Number game (SN/1, SN/2). Finally, difficulties acquiring simple
arithmetic procedures and deficits in fact retrieval that are frequently shown by
children with DD [28] are captured measuring answer times for various arith-
metic procedures in AT/1, AT/3. Interestingly, no features from tasks associated
with subitizing are selected, although subitizing is considered one of the basic
functions often impaired for children with DD [26]. Most of the selected features
correspond well with the type of tasks used in standardized tests for DD such as
counting, number comparison, number representation and simple arithmetical
tasks [4]. Note that the screener includes some features such as typical mistakes
and problem solving strategies that are not captured by paper tests. The type
of the selected features agrees well with other screening tools that measure an-
swer time, performance and typical mistakes on tasks such as dot enumeration,
number comparison, single digit arithmetic (Dyscalculia Screener Digital [10])
or recognizing reading and writing of natural number (DyscaliUM [7]).

Criterion-related validity. In Figure 3, left, we compare the performance of
the static and adaptive Bayesian network model with ROC curves. In the static
case (green line), we used all features, i.e., all tasks, while in the adaptive case
(red line) we used early test abortion based on our stopping criterion. Every point
on the curves corresponds to a different threshold τ for the probabilistic classifier.



Our best classifier (selected by cross validation) exhibits a high sensitivity and
specificity of 0.91 for a threshold τ = 0.3 (black dot).

There is no significant decrease in performance when we stop the test early
with our adaptive model, i.e., on average, children are not misclassified more
frequently. In fact, the adaptive classifier that is based on partial data is out-
performing the static approach for a specificity in the range [0.05, 0.15]. As the
features are ordered based on how much information they carry about the group
label, it can be advantageous to neglect those with little information since they
tend to have more noisy information. Our classifier achieves a higher sensitivity
compared to the stand-alone digital screening test DyscalculiUM; no compari-
son can be done with the Dyscalculia Screener Digital as it was standardized
independent of traditional tests for DD.
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Fig. 4. Left. Comparing the performance of the classifiers on the evaluation data using
ROC curves. The adaptive approach with reduced test duration (red) shows comparable
performance to the classifier using all features (green). Points on the curves correspond
to di↵erent probability thresholds ⌧ at which the model decides that a child does not
have DD. Right. Test durations for all children (grey) and DD (red). Our adaptive
screener requires on average 11 test minutes to classify a child. Around 40% can be
classified already after 5 minutes.

Test ⇢ p-value

Convergent validity
Non verbal intelligence [16] 0.44 <10�3

Math anxiety test [26] 0.42 <10�2

Cognitive competence [1] 0.63 <10�7

Discriminant validity
Working memory [19] 0.19 0.13
Verbal intelligence [16] 0.23 0.06
Sport competence [1] -0.17 0.18
Peer acceptance [1] 0.08 0.51
Attentional performance [43] 0.25 0.10

Table 2. Spearman correlations ⇢ between the probabilistic output of our screener for
users in the evaluation data and various related and unrelated abilities of the study
participants. Our method shows moderate to high correlations for related concepts and
weak correlations to unrelated concepts.

and for DD (red). On average, our adaptive screener classifies a child as DD or CC
after only 11 minutes. This is notably shorter than screener durations reported
in previous work. In comparison, the test duration of the Dyscalculia Screener
Digital is reported to be between 15 and 30 minutes [10]. For Higher Education,
a test duration of 48 minutes was reported using the computer-based screener
for DD DyscalculiUM. With our adaptive screener, roughly 40% of children
are already classified after five test minutes. Our static screener test takes 26.6
minutes on average, which emphasizes the importance of the adaptivity.

Construct validity. Construct validity of our
method was assessed by correlating the prob-
abilistic output of our screener with a series
of tests measuring different cognitive aspects
of all participants. We performed standardized
tests to asses convergent validity and discrimi-
nant validity as listed on the right. We observe
moderate to high correlation coefficients for all
measures capturing related cognitive concepts and weak correlations to the set
of tests measuring unrelated concepts. These results are comparable to construct
validity analysis of standardized neuropsychological tests that assess mathemat-
ical abilities. Correlations for these tests range from 0.22 to 0.73 [33, 15].

Reliability. Classical notion of test reliability in terms of measures such as
Cronbach’s alpha do not apply for our adaptive test due to non tau-equivalence
of the measurements and the fact that our test output is a non-linear function
of item scores. We therefore investigate the split-half reliability of our proposed
model as an approximation to the standard notion of test reliability. We observe
a reliability of 0.87. This is comparable to other mathematical tests where a
reliability in the range of 0.7 to 0.92 is reported [15, 16].

Test duration. Due to our stopping criterion, the test duration is adapted to
the individual child. Figure 3, right, shows the test duration for all children (grey)
and for DD (red). On average, our adaptive screener classifies a child as DD or
CC after only 11 minutes (at which point the test is stopped). This is notably
shorter than screener durations reported in previous work. In comparison, the
test duration of the Dyscalculia Screener Digital is reported to be between 15 and
30 minutes [10]. For Higher Education, a test duration of 48 minutes was reported
using the computer-based screener for DD DyscalculiUM. With our adaptive
screener, roughly 40% of children are already classified after five test minutes.
Our static screener test takes 26.6 minutes on average, which emphasizes the
importance of the adaptivity. The adaptive stopping criterion is important to
retain classification accuracy as for 43% of the children the initial classification
changed until the stopping criterion was met.



3 Discussion & Conclusion

We developed a fully data-driven pipeline for the automatic detection of student
traits that can be seamlessly embedded into an ITS. We validated the method
for the case of DD, allowing for non-intrusive and unsupervised screening of chil-
dren while they are training with the ITS. The automatically selected features
are covering a broad range of different characteristics of the children and are
in accordance with the literature on DD. The classifier exhibits high sensitivity
(0.91) and specificity (0.91) and adapts the test duration to each child individ-
ually, resulting in an average duration of as little as 11 minutes. Further, our
method exhibits good construct validity (high correlations to tests measuring
mathematical abilities, low correlations to tests assessing dissimilar abilities).
These findings demonstrate that student traits can be effectively learned from
user inputs alone. This knowledge about student traits allows an ITS to further
adapt the curriculum to the specific needs of the students. In the future we would
like to investigate potential intervention strategies based on the inferred knowl-
edge about student traits. While this work evaluates the proposed model only
for the screening of children at risk of DD, there is nothing inherently DD spe-
cific in the method. As such, our framework can be applied for the unobtrusive
detection of other student traits and using different learning environments.
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Entwicklungsstörungen im Grundschulalter. Hogrefe, Göttingen (2008)

17. Geary, D.C., Brown, S.C., Samaranayake, V.A.: Cognitive addition: A short longi-
tudinal study of strategy choice and speed-of-processing differences in normal and
mathematically disabled children. Dev. Psychol. 27(5), 787–797 (1991)

18. Graf, E.A., Fife, J.H.: Difficulty Modeling and Automatic Generation of Quanti-
tative Items: Recent Advances and Possible Next Steps. In: Automatic Item Gen-
eration: Theory and Practice, pp. 157–179. Routledge (2013)

19. Haffner, J., Baro, K., Parzer, P., Resch, F.: Heidelberger Rechentest (HRT): Er-
fassung mathematischer Basiskomptenzen im Grundschulalter (2005)

20. Hao, J., Shu, Z., Davier, A.: Analyzing Process Data from Game/Scenario- Based
Tasks: An Edit Distance Approach. JEDM 7 (2015)

21. Hofmann, T., Buhmann, J.M.: Pairwise data clustering by deterministic annealing.
IEEE Trans. Pattern Anal. Mach. Intell. 19(1), 1–14 (1997)
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