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In �ow visualization, vortex extraction is a long-standing and unsolved prob-

lem. For decades, scientists developed numerous de�nitions that characterize

vortex regions and their corelines in di�erent ways, but none emerged as

ultimate solution. One reason is that almost all techniques have a fundamen-

tal weakness: they are not invariant under changes of the reference frame,

i.e., they are not objective. This has two severe implications: First, the result

depends on the movement of the observer, and second, they cannot track

vortices that are moving on arbitrary paths, which limits their reliability

and usefulness in practice. Objective measures are rare, but recently gained

more attention in the literature. Instead of only introducing a new objective

measure, we show in this paper how all existing measures that are based

on velocity and its derivatives can be made objective. We achieve this by

observing the vector �eld in optimal local reference frames, in which the

temporal derivative of the �ow vanishes, i.e., reference frames in which the

�ow appears steady. The central contribution of our paper is to show that

these optimal local reference frames can be found by a simple and elegant

linear optimization. We prove that in the optimal frame, all local vortex

extraction methods that are based on velocity and its derivatives become

objective. We demonstrate our approach with objective counterparts to λ2,

vorticity and Sujudi-Haimes.
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1 INTRODUCTION

Vortices are omnipresent features. Even though they have been stud-

ied for centuries, there is still no commonly agreed upon de�nition

of what a vortex is. Scientists developed numerous de�nitions that

characterize vortex regions and their corelines in di�erent ways,

but none emerged as ultimate solution. The de�nition of vortex

concepts together with numerical methods to extract and visualize

them is an active �eld of research not only in visualization but also

in �uid dynamics, physics, and dynamical systems theory.

Most existing vortex concepts have a fundamental weakness:

they are not invariant under changes of the reference frame. To

illustrate this, consider Fig. 1. We see a simple 2D �ow, e.g., a river.

A person observing the �ow from a helicopter that stands still (left)

observes a di�erent �ow than a person in a helicopter that moves

with constant speed (middle). Figs. 1 (lower left) and (lower middle)

show the �ows as observed from the two helicopters, i.e., in di�erent

reference frames. A vortex concept that is invariant under such an
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pilot view: standing still pilot view: linear path pilot view: swinging path

Fig. 1. Most flow visualization techniques depend on the movement of the

observer, i.e., they are not objective. Here, a line integral convolution (time

slice) and pathlines (black) are shown for three di�erent reference frame

movements: standing still, linearly translating and swinging along a sine

curve–unfortunately, all give di�erent results. We solve this ambiguity by

finding an optimal local reference frame, in which the flow appears steady. In

our optimal frame, all vortex extraction methods that are based on velocity

and Jacobian become objective, including vorticity, λ2 and Sujudi-Haimes.

equal-speed translation of the reference frame is called Galilean
invariant. Fig. 1 (right) shows the observation of the �ow under

an arbitrary movement of the helicopter. A vortex measure that

is invariant under such an arbitrarily moving reference frame is

called objective. Objectivity is a highly desirable property, but most

existing vortex concepts are only Galilean invariant; not objective.

The contribution of this paper is not just another objective vortex

de�nition. Instead, we propose a generic method that transforms

almost every existing vortex measure into an objective one. The

main idea is to compute a local optimal reference frame for every

point in the domain. Optimal means to have an observed velocity

�eld that is as steady (i.e., time-independent) as possible in a small

region around the point of interest. After showing that the locally

optimal frame can be computed by a simple linear optimization at

every point, we obtain new objective versions of the velocity, Jaco-

bian and acceleration �elds. Then, an existing vortex measure can

be made objective simply by replacing the original �elds with their

objective counterparts. We cannot consider all new objective vortex

measures that can be obtained by our method. For the evaluation,

we restrict ourselves to the objective versions of common standard

measures: λ2, vorticity and Sujudi-Haimes. We compare these with

their original concepts and existing objective measures.

Notation

Given is an n-dimensional (n = 2, 3) time-dependent vector �eld

v(x, t) = v(x ,y, [z, ]t). The Jacobian matrix J = ( ∂v
∂x ,

∂v
∂y [,

∂v
∂z ]) con-

tains its spatial derivatives. We denote the temporal derivative as

vt = ∂v
∂t and thus acceleration is a = Jv + vt . The Jacobian J can be

decomposed into J = S + Ω, where S = 1

2
(J + JT) is the symmetric

part and Ω = 1

2
(J − JT) is the anti-symmetric part. We use function

ap to transform the anti-symmetric part of a matrix to a scalar/vector.
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In 3D, ap(M) = 1

2
(m3,2 −m2,3 , m1,3 −m3,1 , m2,1 −m1,2)

T
and in

2D, ap(M) = 1

2
(m1,2 −m2,1), where mi, j refer to the elements of

the matrix M. The inverse of ap is the function sk that transforms a

scalar/vector into an antisymmetric matrix. In 2D and 3D, we have:

sk(α) =

(
0 α
−α 0

)
, sk

©­«
α
β
γ

ª®¬ = ©­«
0 −γ β
γ 0 −α
−β α 0

ª®¬ (1)

With this, vorticity is de�ned in 2D and 3D as:

2D: ω = ap(Ω) 3D: ω = ap(Ω) (2)

Further, we denote the Parallel Vectors Operator [Peikert and Roth

1999] of two vector �elds as ‖, which returns curves along which

two given vector �elds are parallel. I denotes the identity matrix.

2 OBJECTIVITY

In continuum mechanics, objectivity refers to the invariance of a

measure under a change of the reference frame that transforms a

point (x, t) in space-time to a new point (x∗, t∗) by

x∗ = Q(t) x + c(t) , t∗ = t − a (3)

where Q ∈ SO(3) is a rotation matrix, c is a translation vector, and

a is a constant. We assume Q, c to be smooth functions of t . Then,

objectivity can be formalized [Truesdell and Noll 1965]:

De�nition 2.1. A scalar s is objective if it remains unchanged

under any change of the reference frame as in Eq. (3). A vector r
is objective if Eq. (3) transforms it to r∗ = Q(t) r. A second-order

tensor T is objective if Eq. (3) transforms it to T∗ = Q(t)T Q(t)T.

A change of the reference frame using Eq. (3) transforms a velocity

�eld and its derivatives into (for brevity we denote Q(t) as Q):

v∗ = Q
(
v + QT ÛQ x + QT Ûc

)
(4)

J∗ = Q
(
J + QT ÛQ

)
QT

(5)

a∗ = Q
(
a + 2 QT ÛQ v + QT ÜQ x + QTÜc

)
(6)

v∗t = Q
(
vt − J QT ÛQ x + QT ÛQ v − J QT Ûc (7)

+(QT ÜQ − (QT ÛQ)2) x + (QT Üc − QT ÛQ QT Ûc)
)

Ω∗ = Q
(
Ω + QT ÛQ

)
QT S∗ = Q S QT

(8)

ω∗ = Q
(
ω + ap(QT ÛQ)

)
(9)

where ÛQ = dQ
dt , ÜQ = d ÛQ

dt , Ûc = dc
dt , Üc = d Ûc

dt are the time derivatives of

Q and c. The proof of Eqs. (4)–(9) is in Appendix A. Eqs. (4)–(9)

show that v, vt , J, a,Ω,ω are not objective, as they do not obey

De�nition 2.1. Matrix S, however, is objective.

The de�nition of objectivity requires that a measure is invariant

under global rotations and translations of the observer. A global

transformation, however, cannot adapt to the motion of vortices

everywhere [Perry and Chong 1994], as they might move in di�er-

ent directions with di�erent speeds. Instead, we search for trans-

formations locally. In this local search, every global rotation and

translation of the observer is equally removed at each point, thus

any global rotation and translation has no impact on the result. In

this sense, our method becomes objective by the standard de�nition.

3 RELATED WORK

In this section, we explain the most commonly-used vortex mea-

sures. We note that dozens of other vortex extraction methods have

been proposed, and we cannot hope to cover them all. We refer to

[Günther et al. 2016; Laramee et al. 2007; Peikert and Roth 1999;

Post et al. 2003] for a comprehensive introduction.

3.1 Galilean Invariant Measures

Among the region-based methods, Jeong and Hussain [1995] in-

troduced the λ2 criterion, which identi�es vortices as regions in

which the second-largest eigenvalue of S2 + Ω2
is negative, i.e.,

λ2(S2 + Ω2) < 0. Okubo [1970] and Weiss [1991] independently

developed a criterion related to the Q-criterion of Hunt [1987].

Coreline extraction searches lines that particles rotate around.

Sujudi and Haimes [1995] formulated the reduced vorticity criterion:

v − (vTe)e = 0, where e is the eigenvector of J, corresponding to

the only real-valued eigenvalue. Peikert and Roth [1999] used the

parallel vectors operator | | to rephrase this as v | | J v, which avoids

explicit computation of the eigenvectors. Note that these methods

are not Galilean invariant in 3D. A Galilean invariant method was

presented by Weinkauf et al. [2007], who extended the reduced

vorticity criterion of Sujudi and Haimes [1995] to unsteady �ows

as:

2D: v − f = 0 3D: J(v − f) ‖ v − f (10)

where f = −J−1 vt is the feature �ow �eld [Theisel and Seidel 2003],

cf. [Günther et al. 2016]. Roth and Peikert [1998] presented a higher-

order method and Kasten et al. [2011a; 2011b] identi�ed vortex

cores by a = 0, which is in 2D identical to Eq. (10). A 3D extension

followed recently [Kasten et al. 2016]. Sahner et al. [2005] extracted

extremum lines of region-based methods, which was followed by

Schafhitzel et al. [2008], who considered the topology of λ2-based

vortex corelines. Later, Sahner et al. [2007] computed vortex and

strain skeletons. Günther et al. [2016] proposed an approach to make

Galilean invariant methods rotation invariant. Recently, Bujack et

al. [2016] analyzed the extrema of the determinant of J.

3.2 Objective Measures

Relative Vorticity Tensor-based Measures. While strain rate tensor

S is objective, cf. Eq. (8), vorticity tensor Ω is only Galilean invariant.

To obtain an objective vorticity tensor, Drouot and Lucius [1976]

built the relative vorticity tensor Ω̃, which views vorticity in strain

basis:

Ω̃ = Ω −W (11)

Thereby, the rate-of-rotation tensor W is given by: Dei/Dt =W ei ,
with ei being the unit eigenvectors of S and D/Dt being the material

derivative. The tensor Ω̃ was independently identi�ed by Tabor and

Klapper [1994], who called it e�ective rotation. Astarita [1979] proved

the objectivity of Eq. (11) and proposed an index that classi�es the

domain into extension-like motions and rigid-body-like rotations.

When substituting the vorticity tensor Ω by the relative vorticity

tensor Ω̃, traditional region-based methods can be made objective.

An objective counterpart to λ2 is, cf. Martins et al. [2016]:

λ2(S2 + Ω̃2) < 0 (12)
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An objective counterpart to the Q criterion is, cf. Haller [2005]:

[Ω̃2 − S2]/2 > 0. We refer to Thompson [2008] for a �uid mechanics

perspective on recent advances in this area.

Strain Tensor-basedMeasures. Haller [2005] proposed theMz crite-

rion, which de�nes a vortex as a set of �uid trajectories along which

the strain acceleration tensor is inde�nite over directions of zero

strain. He computed a binary �eld that indicates whether the tensor

is inde�nite, which in turn marks non-hyperbolic particle behav-

ior. Along particle trajectories, the binary value is averaged to �nd

trajectories that stay in inde�nite areas for a long time, assuming

that long-term non-hyperbolic behavior is an indicator for a vortex.

Sahner et al. [2007] extracted strain skeletons and extremal lines of

Mz . In recent years, Lagrangian Coherent Structures (LCS) [Haller

2015] have been computed objectively using calculus of variations.

LCSs are distinguished material curves that organize the �ow. A

subclass are elliptic LCS, which preserve arc length and area in

incompressible 2D �ows. Haller [2015] considered the outermost

elliptic LCS, of a family of nested elliptic LCSs, as the boundary

of a coherent vortex. Serra and Haller [2016b] used the variational

framework to �nd objective Eulerian vortex boundaries as closed

instantaneous (per time step) curves across which the averaged

material stretching rate shows no leading-order variability. Based

on these (instantaneous) curves, they forecasted the Lagrangian

persistence of a vortex [Serra and Haller 2016a].

Vorticity-based Measures. Some objective measures were derived

from vorticity. Note that vorticity itself is not objective, see Eq. (9).

Haller et al. [2016] noted that any subtraction of two vorticity values

ω(x1, t) −ω(x2, t) will cancel out the spatially-constant rotation

rate ap(QT ÛQ) of the reference frame, if the vorticity was sampled

at the same time t . This means, every subtraction of two vortic-

ity values is objective–including spatial derivatives. In 2D and 3D,

Haller et al. [2016] subtracted the spatial mean of vorticity in a local

neighborhood U ⊆ D to de�ne instantaneous vorticity deviation

(IVD). An extension is the Lagrangian-averaged vorticity deviation

(LAVD), for which IVD is integrated along pathlines. Both IVD and

LAVD are objective, cf. Haller et al. [2016], but the measures are

relative to their neighborhood and thus their value-range depends

on the neighborhood size. Even though these vorticity-based mea-

sures are gracefully objective (including the location of extrema),

vorticity does not respond to irrotational vortices and produces

false-positives in shear �ow. Further, Lugt [1979] noted that a local

vorticity extremum is not necessary for the existence of a vortex.

3.3 Vector Field Decomposition

Suitable reference frames were searched by subtraction of a mean

�ow or by a decomposition to remove a harmonic component. Bha-

tia et al. [2013] used the Helmholtz-Hodge decomposition (HDD) of

a �ow into divergence-free, irrotational and harmonic parts to ex-

tract vortices [Bhatia et al. 2014]. Note that a harmonic part cannot

capture rotational transport, as it is always irrotational. Aside from

using the HHD to change the reference frame, vortices have been

identi�ed as extremal structures of the magnitude of the divergence-

free part [Tong et al. 2003]. Unlike previous methods, we optimize

for the reference frame in which the �ow appears steady. Lugt [1979]

noted that in unsteady �ows there is no global distinguished ref-

erence frame in which the entire �ow appears steady. Perry and

Chong [1994] noted that in certain �ows, e.g., jets in cross-�ow,

vortices move with di�erent speed and thus become steady–and

therefore visible–in di�erent reference frames. In order to reveal the

vortices everywhere, we do not seek for a global (spatially-constant)

reference frame, but for local ones.

4 OBJECTIVITY BY OPTIMAL REFERENCE FRAME

The main idea of our approach is to estimate an optimal reference

frame locally for every point (x, t): the local frame (Q, c) is chosen

such that the transformed velocity �eld is as steady as possible in a

neighborhood of (x, t). We locally assume that Q and c are spatially-

constant. Since we waive the spatial and temporal connection to

neighboring points, all derivatives are solved for individually, includ-

ing ÛQ, ÜQ, Ûc, Üc 1
. For every point (x, t), we de�ne a spatial neighbor-

hoodU around it to which we �t the reference frame transformation.

To compute the optimal reference frame in U , we set Q = I, c = 02
,

and �nd the unknowns ÛQ, ÜQ, Ûc, Üc, which contain 6 scalars (angles

and o�sets) in 2D and 12 in 3D, that minimize∫
U
‖v∗t ‖

2dV → min . (13)

With these locally optimal ÛQ, ÜQ, Ûc, Üc, we obtain the new local optimal

�elds v, J, vt , a by applying Eqs. (4)–(7). With these, existing vortex

measures can be made objective simply by replacing v, J, vt , a with

v, J, vt , a, respectively. Note that although Eq. (13) is minimized for

every point (x, t), in practice it is computed only at discrete grid

points; usually the same grid on which v is given.

Minimizing Eq. (13) is not straightforward, since v∗t is non-linear

in ÛQ, ÜQ, Ûc, Üc. However, v∗t can be equivalently rephrased and thereby

linearized by substitution. Instead of solving for ÛQ, ÜQ, Ûc, Üc directly
3
,

we solve for a suitable combination of these unknowns, stored in u:

v∗t = Q (vt −M u) . (14)

In 3D, M is a 3 × 12 matrix

M = (−J X + V , J , X , I) (15)

with X = sk(x), V = sk(v), and u is a 12-vector

u =
©­­­«
u1

u2

u3

u4

ª®®®¬ =
©­­­«

ap(QT ÛQ)
QT Ûc

ap(QT ÜQ − (QT ÛQ)2)
−(QT Üc − QT ÛQ QT Ûc)

ª®®®¬ . (16)

In 2D, M and u have a slightly di�erent form. M is a 2 × 6 matrix

M = (−J xp + vp , J , xp , I) (17)

with xp = (−y,x)T, vp = (−v,u)T, and u is a 6-vector. Note that

u1 and u3 are scalars in 2D, namely the �rst-order and second-

order derivative of the angular velocity of the rotation of the frame.

The reformulation of Eq. (7) into Eq. (14)–(17) is a straightforward

1
The temporal derivatives of Q cannot be computed by �nite di�erences from adjacent

time slices, since each point solves for the optimal frame independent of its neighbors.

We explicitly compute ÛQ, ÜQ at each point.

2
Not prescribing Q and c results in a family of minimizers. By setting Q = I, c = 0,

we select the solution that is located at x. The other solutions would be transformed by

Q, c and are not objective, see Appendix B.

3
With Q = I, it is possible to extract ÛQ, ÜQ, Ûc, Üc from u1 , u2 , u3 , u4 .
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(a) Given a vector field v
with discretization (•)

(b) Compute MTM and

MTvt at each point

(c) Sum M̂ =
∫
U MTM dV ,

ŷ =
∫
U MTvt dV in area U .

(d) Solve M̂ u = ŷ for

optimal u at each point

(e) Compute optimal v, J, vt , a
from u at each point

Fig. 2. Overview of our optimal reference frame computation. (a): Given is a vector field v with a discretization (•). (b): For each point, we compute MTM and

MTvt using Eq. (15) in 3D or (17) in 2D. (c): A�erwards, we integrate for each point (•) matrix MTM and vector MTvt in a certain area U (here, 3× 3 voxels) to

obtain M̂ and ŷ according to Eq. (19). (d): Given M̂ and ŷ at each point, we solve for the optimal vector u in Eq. (18), which contains the parameters of the

optimal reference frame. (e): Finally, we use u to compute vector field v and its derivatives J, vt and a in the optimal reference frame, see Eqs. (20)–(23).

exercise in algebra. Eq. (14) shows that the vector �eld and the

reference frame are completely separated: M contains only v and

its derivatives, while all information of the frame is stored in u.

Eq. (13) is minimized using Eq. (14), which can be written as the

solution of the linear system

M̂ u = ŷ (18)

with M̂ =
∫
U

MTM dV , ŷ =
∫
U

MTvt dV . (19)

Let u = (u1, u2, u3, u4)
T = M̂−1 ŷ be the solution of Eq. (18). Then,

the new �elds in the locally optimal reference frame are
4

v = v + sk(u1) x + u2 (20)

J = J + sk(u1) (21)

vt = vt −M u (22)

a = J v + vt . (23)

which follows directly from insertion of u1, u2, u3, u4 into the Eqs. (4)–

(7), using the operator sk from Eq. (1) to remove ap.

Theorem 4.1 (Objectivity in Optimal Frames). Given an at
least C1 continuous vector �eld v, let v be its observation in the most-
steady reference frame and let J, vt , a be its observed derivatives. Any
scalar measure s that is computed from v, J, a, vt remains unchanged
under any smooth rotation and translation of the reference frame of v
as in Eq. (3). A vector r that is computed in the optimal frame from
v, J, a, vt is objective, i.e., a transformation of v via Eq. (3) transforms
r to r∗ = Q(t) r. A second-order tensor T computed from v, J, a, vt
is objective, since a transformation of v via Eq. (3) transforms T to
T∗ = Q(t)T Q(t)T.

See Appendix B for a proof that v, J, vt , a are objective.

Theorem 4.2 (Continuity of Solution). If the input vector �eld
v is C1 continuous, then v, J, a, vt are at least C0 continuous.

All v, J, a, vt are computed by integrating only �rst-order deriva-

tives in a regionU . If both v and its �rst-order partials are continuous

(i.e., v is C1
continuous), then v is at least C0

continuous.

4
Similar to the temporal derivatives of Q, spatial/temporal derivatives of v cannot be

computed by �nite di�erences. Thus, we give explicit formulas.

5 VORTICES IN AN OPTIMAL REFERENCE FRAME

Using the optimal vector �eld v and its derivatives J, vt , a, we can ap-

ply existing vortex extraction methods. Any useful vortex measure

that is based on velocity and Jacobian can be made objective this

way, as demonstrated next for selected well-established methods.

5.1 Line-based Vortex Measures

A necessary condition for vortices is the presence of complex eigen-

values in the Jacobian J, as this indicates swirling motion. In 2D,

objective vortex corelines appear as paths of critical points in v and

in 3D, objective vortex corelines are extracted by parallel vectors:

2D: v = 0 3D: Jv ‖ v . (24)

Note that these techniques usually only work in steady �ows. Since

we observe unsteady �ows in the optimal near-steady reference

frame, our method extracts vortex corelines of pathlines.

5.2 Region-based Vortex Measures

We propose a new objective vorticity tensor Ω that views vorticity

in the optimal frame and use it to de�ne a new objective λ2 measure:

λ2(S2 + Ω2) < 0 with Ω =
J − JT

2

. (25)

We de�ne an objective counterpart to the 2D and 3D vorticity as:

2D: ω = ap(J) 3D: ω = ap(J) . (26)

6 IMPLEMENTATION

Our method can be seen as a pre-process, which �ts well into existing

visualization pipelines. We take a vector �eld as input and output

the vector �eld and its derivatives in the optimal reference frame.

The computation of the optimal reference frame is simple, local,

easily parallelized and consists of �ve steps, as illustrated in Fig. 2.

(1) Discretization. On simulated and measured �ows, we use

the discretization that is provided by the data. For analytic

�ows, we subdivide the domain uniformly. We used 2–8

million voxels, depending on the extent of the domain.

(2) Compute MTM and MTvt . For each grid point, we com-

pute matrix M per Eqs. (15) and (17). Afterwards, we com-

pute and store for every grid point MTM and MTvt .

(3) Integrate NeighborhoodU . Around each point, we sum

up MTM and MTvt in a neighborhoodU to obtain M̂ and ŷ,

cf. Eq. (19). For regular grids, this is achieved per grid point
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x

y

t

(a) Our method v = 0
x

y

t

(b) v − f = 0
x

y

t

(c) v = 0
Fig. 3. Stuart Vortex. Our method (a) and the Galilean invariant method

of Weinkauf et al. [2007] (b) are correct. Pathlines (thin) swirl away from

streamline cores (thick) in (c), indicating that these are not rotation centers.

in constant time with summed-area tables (also known as

integral images), which are built in-place and in linear time.

(4) Solve M̂ u = ŷ. For each grid point, we solve the linear

system in Eq. (18) to get reference frame parameters u. We

use a Householder QR decomposition with full-pivoting.

(5) Compute v, J, vt , a. Given the optimal parameters u, we

compute and store the vector �eld and its derivatives in the

optimal frame, see Eqs. (20)–(23).

Afterwards, we perform objective vortex extraction by applying

standard techniques, as described in Section 5.

7 RESULTS

In the following, we start with simple reference frame movements

in analytic �ows and then move on to numerical simulations.

7.1 Special Case: Galilean invariance

Since our method is objective, it is necessarily Galilean invariant.

We show this with a Stuart Vortex, which was frequently used to

demonstrate Galilean invariance [Günther and Theisel 2014; Kasten

et al. 2016; Weinkauf et al. 2007]. In a frame that translates with

c = (c t , 0)T, cf. Eq. (4), the observed vector �eld is:

v∗(x ,y, t) = ©­«
4 sinh(y)+4c cosh(y)−c cos(x−c t )

4 cosh(y)−cos(x−c t )

−
sin(x−c t )

4 cosh(y)−cos(x−c t )

ª®¬ (27)

In the following, we set c = 1 and observe the spatial domain

D = [−4, 4] × [−2, 2] with time T = [0, 2π ]. Fig. 3 demonstrates a

number of coreline extraction techniques that are based on critical

point search in a certain vector �eld that is depicted as a LIC slice.

Our method in Fig. 3a and the Galilean method of Weinkauf et

al. [2007] in Fig. 3b produce identical results as expected. Extracting

and connecting critical points in v per time step in Fig. 3c, as done

by Bauer and Peikert [2002], and Theisel et al. [2005], produces the

cores of streamlines rather than pathlines.

7.2 Special Case: Rotation invariance

Objectivity also entails rotation invariance. We use the steady Four

Centers vector �eld from Günther et al. [2016], which is de�ned in

the domain D = [−2, 2]2:

v(x ,y) =

(
−x(2y2 − 1)e−x

2−y2

y(2x2 − 1)e−x
2−y2

)
(28)

It contains two CW-rotating vortices at (±2
−1/2,±2

−1/2) and two

CCW-rotating vortices at (±2
−1/2,∓2

−1/2). We observe the �ow

for time T = [0, 2π ] in a reference frame that rotates CCW with

x

y

t

(a) Our method v = 0
x

y

t

(b) v − fr = 0
x

y

t

(c) v − f = 0
Fig. 4. Four Centers flow. Ideally, pathlines (thin), seeded at t = 0, should

stay close to corelines (thick). Our method (a) and rotation invariance (b) give

the same correct result. Galilean invariance (c) produces di�erent corelines

and pathlines dri� away, indicating that these are not rotation centers.

x

y

t

(a) Our method v = 0

x

y

t

(b) v − fr = 0

x

y

t

(c) v − f = 0
Fig. 5. Helix flow. Our method (a) finds the ground truth, whereas rotation

invariance (b) and Galilean invariance (c) do not detect the correct corelines.

Pathlines (thin) were seeded at t = 0 and stay at corelines (thick) in (a).

unit speed around the origin x0 = 0. Given the rotation center x0,

the correct corelines are found with the rotation invariant method

of Günther et al. [2016]. Our method �nds the correct corelines,

as well, demonstrating that rotation invariance is a special case,

see Figs. 4a and 4b. A central advantage of our method over the

rotation invariant approach [Günther et al. 2016] is that ours does

not require the rotation center x0 as input, i.e., x0 can be unknown.

In comparison, Galilean invariance in Fig. 4c is not enough, since

the vortices are not moving with equal speed on straight paths.

7.3 Non-linear Helix Movement

To show the need for objectivity, we construct an analytic �ow, in

which two vortices move on neither linear nor circular paths. Instead,

they spiral around each other as they rotate around a common center.

The �ow is constructed by transforming the steady �ow:

v(x ,y) =
5

2

(
−y(4y2 + 4x2 + 1)

x(4y2 + 4x2 − 1)

)
(29)

with the transformation

(
cos(6t) − sin(6t)
sin(6t) cos(6t)

)
x +

(
cos(t)
sin(t)

)
in the

domain D = [−2, 2]2 with time T = [0, 2π ]. Our objective method

in Fig. 5a is able to detect the two ground truth corelines: y±(t) =
(cos(t), sin(t))T ± (cos(6t), sin(6t))T. Rotation invariance in Fig. 5b

and Galilean invariance in Fig. 5c, however, give incorrect results.

7.4 Objective Corelines in Numerical 2D Flows

Next, we apply our technique to two numerical 2D simulations that

were computed with Gerris Flow solver [Popinet 2004]. The 2D
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t

y
x

tangent alignment:

0
◦

1.35
◦

(good) (bad)

v̄

(a) LIC slice of v̄ and vortex cores

in space-time, using our method.

t

y
x

tangent alignment:

0
◦

1.35
◦

(good) (bad)

v − f

(b) LIC of v − f and Galilean invariant

vortex cores [Weinkauf et al. 2007].

Fig. 6. The 2DCylinder flow is a prime test case for Galilean invariance. Our

method (a) extracts corelines far more robustly than the Galilean invariant

method of Weinkauf et al. [2007] in (b). Top: color denotes the angle between

coreline tangent and the vector field. Bo�om: LIC displays a time slice of

the vector fields in which the critical points were extracted.

x

y

t

tangent alignment:

0
◦

3.6◦
(good) (bad)

close-up

(a) Vortex corelines in space-time (our method).

(b) Close-up (our method) (c) Close-up (Galilean invariant)

Fig. 7. Boussinesq. Our corelines shown in space-time (a). Our method (b)

extracts vortices behind the obstacle be�er than Weinkauf et al.[2007] (c).

Cylinder �ow contains a von-Kármán vortex street, i.e., a periodic

shedding of vortices in the wake of an obstacle. The �ow moves in

from the left with a Reynolds number of Re = 160. Since vortices

move with almost equal speed (except directly behind the obstacle)

in an almost constant direction, the assumption of Galilean invari-

ance is su�cient and should produce good results. To show that

our method is at least as good as Galilean invariant approaches,

we apply our objective coreline extraction and the Galilean invari-

ant method of Weinkauf et al. [2007] in Fig. 6. We color-code the

tangent alignment [Günther et al. 2016], which measures the angle

between coreline tangent and pathline tangent in space-time, since

ideally, corelines should follow pathlines. As shown in Fig. 6a for a

windowU that is 4× the radius of the obstacle, our method extracts

the vortex cores far more robustly than Weinkauf et al. [2007] in

x

y

−4 2
(vortex) (no vortex)

(a) λ2 in steady frame:

no vortex (λ2 > 0)

x

y

t

−4 2
(vortex) (no vortex)

(b) λ2 in rot. frame:

falsely indicates vortex

x

y

t

−4 2
(vortex) (no vortex)

(c) Our λ2 in rot. frame:

correctly says no vortex

Fig. 8. Consider a steady saddle flow (a). With a su�iciently fast rotation

of the observer, the flow incorrectly appears to contain a vortex (b). In our

optimal reference frame, the rotation is removed (c), showing correctly that

no vortex is present. In all images, LIC shows the flow and λ2 is color-coded.

x

y

t

−1.8 1.8
(ccw) (cw)

(a) Vorticity ω

x

y

t

−0.8 0.8
(ccw) (cw)

(b) IVD, U (t )=1
2

x

y

t

−0.8 0.8
(ccw) (cw)

(c) Our vorticity ω̃
Fig. 9. Vorticity in Four Centers flow. With original vorticity (a) all vor-

tices appear to rotate CCW. With IVD (b) the magnitude (apparent vortex

strength) depends on the neighborhoodU . With our method (c) the rotation

is removed and the vorticity magnitude is the same as in the steady frame.

Fig. 6b. The latter requires manual �ltering to remove the numerous

false-positives, and subsequent smoothing to obtain corelines that

align well with the �ow. In the space-time view, a LIC slice shows

the respective vector �eld in which the critical points were extracted.

The LIC slice is placed at the last time slice, which is also displayed

separately below with un�ltered vortex cores. It is apparent that

our method produces a much cleaner vector �eld, than v − f , and

thus, critical point extraction is more stable. Note that smoothing f
prior to subtraction is still far from the quality of our approach.

The Boussinesq �ow contains an unsteady convection simulation

that develops around a heated cylinder. The resampled vector �eld

was provided by Tino Weinkauf. Here, vortex movement is more

complicated, see Fig. 7a for a space-time visualization of vortex core-

lines. Since vortices move rather slowly, Galilean invariance works

well. Directly behind the obstacle, however, our method in Fig. 7b

performs better than the Galilean invariant method of Weinkauf et

al. [2007] in Fig. 7c, since we do not miss vortex corelines.

7.5 Objective Region-based Methods in 2D Flow

The importance of the reference frame is demonstrated in Fig. 8, cf.

[Haller 2005]. Here, a steady saddle v(x ,y) = (y+ 1

1000
y3,x+ 1

1000
x3)

is observed in a steady and in a rotating reference frame with angular

velocity equal two. In the steady frame in Fig. 8a, λ2 is non-negative,

which correctly indicates no vortical behavior (λ2 ≈ 1), whereas it

clearly shows the presence of a vortex in the rotating frame (λ2 ≈ −3)

in Fig. 8b. Our objective method in Fig. 8c is invariant under rotations

of the observer and even recovers the correct value range (λ2 ≈ 1).
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(a) U is 0.2× obstacle radius (3
2

voxels), avg. residual |vt |=1.09 × 10
−3

.

(b) U is 1× obstacle radius (11
2

voxels), avg. residual |vt |=1.06 × 10
−2

.

(c) U is 4× obstacle radius (41
2

voxels), avg. residual |vt |=2.60 × 10
−2

.

Fig. 10. 2D Cylinder flow. From Figs. (a)-(c) the size of U increases. The

larger U , the more stable is the reconstructed reference frame. The location

of critical points (vortex centers) is almost identical for (b) and (c).

To de�ne a vortex region, vorticity requires a threshold to be set,

which can be problematic. Consider the �ow from Section 7.2. The

reference frame rotation in CCW direction ampli�es CCW-rotating

vortices and damps CW-rotating ones. Thus, the absolute vorticity

of CW and CCW-rotating vortices di�ers in rotating frames, even

though the vortices actually rotate with the same speed, but in

di�erent directions. In Fig. 9a, all vortices even exhibit a negative

vorticity, incorrectly indicating four CCW rotating vortices. The

value range of instantaneous vorticity deviation (IVD) in Fig. 9b

depends on the neighborhoodU (t), in which vorticity was averaged.

The smaller the area, the smaller the value range. Since our method

removes the rotating frame, the absolute vorticity of the four vortices

is the same as in the steady frame, see Fig. 9c. In this �ow, the average

of vorticity over the entire domain (U (t) = D) results with IVD in

the correct vorticity, as well, since all four vortices cancel out due

to symmetry. This, however, is not generally the case.

7.6 Parameter: Neighborhood Size U

Our single parameter is the size of region U . We show results of

varying window sizes in Fig. 10 for the 2D Cylinder sequence. IfU
is chosen too small, the reconstructed frame is a�ected by noise, see

Fig. 10a. Previous methods use topological simpli�cation [Bujack

et al. 2016; Kasten et al. 2016] to handle noisy extraction results.

Our method gains stability by increasing the window size, being

therefore less reliant on post-processing. Ideally, region U should

have the expected vortex size. While the spatial stability of the

reconstructed reference frame increases from Figs. 10b–10c with

increasingU , the location of the vortex cores stayed nearly identical.

7.7 Objective Line-based Methods in 3D Flows

The Tilted Vortex �ow in Fig. 11 contains a 3D extension of the He-

lix �ow from Section 7.3. This time, the vortex is time-dependently

tilted, while it rotates around a 3D axis. With our method, pathlines

connect corelines that were extracted in di�erent time steps, which

is characteristic for a vortex. Galilean invariance is insu�cient.

x

y

z
t = 0 (seed)

t = 3 (reached exactly)

(a) Our objective method v | | Jv

x

y

z
t = 0 (seed)

t = 3 (not reached)

(b) Galilean inv. corelines, Eq. (10)

Fig. 11. In the 3D Tilted Vortex, our method (a) extracts correct vortex

corelines in contrast to the Galilean invariant method (b) of Weinkauf et

al. [2007]. Seed points and end points of pathlines are highlighted by spheres,

demonstrating that with our method, pathlines stay on corelines as desired.

Next, we compare our coreline extraction method in Fig. 12a with

the approach of Weinkauf et al. [2007] in Fig. 12b. Even though, the

Sqare Cylinder �ow is a perfect candidate for Galilean invariant

methods, our technique delivers corelines that are temporally more

stable and it requires far less �ltering e�ort to remove false-positives.

We refer to the video for an animation.

7.8 Objective Region-based Methods in 3D Flow

In the literature, several objective region-based methods have been

proposed for unsteady 3D �ows. We test these methods in the

Sqare Cylinder sequence, which was simulated by Camarri et

al. [2005] and was kindly provided by Tino Weinkauf. In this �ow,

vortices form behind an obstacle and then move on a linear path

downstream, resulting in a von-Kármán vortex street. Due to the

almost constant equal-speed movement of the vortices, Galilean

invariant techniques produce very good results. Any objective mea-

sure should be able to reveal vortex structures similarly well.

Fig. 13a shows IVD of Haller et al. [2016], which calculates vor-

ticity relative to a neighborhood region. The magnitude range of

this measure depends on the neighborhood size, and is thus not an

absolute measure for vortex strength. When adjusting the trans-

fer function, vortex patterns can be revealed well. Fig. 13b depicts

LAVD of Haller et al. [2016], which accumulates IVD along particle

trajectories and stores the result at the seed point. Particles that

were released directly in front of the obstacle, �ow around it and get

trapped behind the obstacle in a regime with high vorticity, resulting

in a LAVD response in front of the obstacle. We compute vorticity

in an optimal reference frame, see Fig. 13c. Compared to IVD in

Fig. 13a, we obtain (with the right transfer function for IVD) very

similar results, but our method preserves the absolute magnitude

range, making vorticity strength comparable across data sets. In

the optimal reference frame, we can calculate other standard vortex

measures objectively, such as λ2 in Fig. 13d, which gives very good

results that are consistent with standard Galilean invariant λ2. An

earlier Lagrangian measure by Haller [2005] estimates the time a par-

ticle resides in non-hyperbolic regions and is visualized in Fig. 13e.

While vortex areas are dominated by particles that stay coherently

inside a non-hyperbolic region, the non-hyperbolic regions are not

only limited to vortices, which results in several false-positives that

might be di�cult to �lter. Finally, Fig. 13f illustrates λ2 that was
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(a) Vortex corelines with our objective method v | | Jv.

false-positivetemporally unstable corelines

(b) Vortex corelines with the Galilean invariant method [Weinkauf et al. 2007]

Fig. 12. In the Square Cylinder flow, our method extracts the vortex corelines more robustly than the Galilean invariant method of Weinkauf et al. [2007].

The la�er is unstable directly in the wake of the cylinder, where corelines tend to bent slightly, which causes flickering. Occasionally, their method produces

false-positives downstream. As a reference, particles are shown in both images in areas of high vorticity.

0.4

1.5

(a) Instantaneous vorticity deviation (IVD), Haller et al. [2016].

4

15

(b) Lagrangian-averaged vorticity deviation (LAVD), Haller et al. [2016].

0.23

0.8

(c) Vorticity computed in our optimal reference frame.

−0.5

−0.1

(d) λ2 computed in our optimal reference frame.

0

1

(e) The Mz criterion of Haller [2005].

−6

−0.1

(f) The λ2 criterion based on the relative vorticity tensor, cf. Eq. (12).

Fig. 13. In the Square Cylinder flow, objective region-based measures should be similar to traditional Galilean invariant measures. IVD (a), LAVD (b), our

vorticity (c) and our λ2 (d) in optimal reference frames detect the von Kármán vortex street very well. Mz (e) produces false-positives and λ2 based on the

relative vorticity tensor (f) is not consistent with traditional λ2.

computed from the relative vorticity tensor, see Eq. (12). This mea-

sure produces false-positives and is not consistent with standard

λ2. In comparison, our objective λ2 in Eq. (25) is the only objective

counterpart to traditional λ2 that is consistent when vortices per-

form Galilean transformations. In summary, our objective vorticity

and λ2 counterparts, as well as IVD and LAVD performed well. Note,

however, that the last two are relative measures.

The Rotating Mixer �ow in Fig. 14 is a numerically-simulated

�ow with a bulk rotation that is stirred by three rotating paddles in

a cylindrical container. In a motionless reference frame, small-scale

vortices are not seen due to the bulk rotation. In our optimal frame,

small-scale vortices are recovered, since the ambient rotation is

coherent over �nite regions U . Examples are shown in two close-

ups, including vortices between the rotor blades and vortices that

wind around the primary vortices, detaching from the blade tips.

7.9 Performance

We measured the performance of calculating v̄ and its derivatives

on an Intel Core i7-6700HQ CPU with 16 GB RAM, and report the

(a) λ2 in our optimal frame

−100 −40

(b) λ2 in original frame

Fig. 14. Comparison of λ2 and λ2 in the Rotating Mixer flow. Dominant

vortices are found with both methods. Our method reveals additional subtle

details, such as weak tendrils between blades (blue) and vortices that wind

around the strong wake vortex that is a�ached to the blade tip (green).
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Data Set Figure Grid Resolution
Region U MTM Sum up Solve Compute Total Residual

(in voxels) MTvt M̂, ŷ M̂u = ŷ v, J, vt , a time |vt |
Rotating Saddle Fig. 8 64 × 64 × 64 3

2
1.21 0.04 1.92 0.19 3.36 1 × 10

−5

Stuart Vortex Fig. 3 256 × 128 × 256 3
2

4.71 0.24 7.30 0.80 13.05 1 × 10
−9

Four Centers Figs. 4,9 128 × 128 × 128 7
2

1.37 0.06 1.86 0.55 3.84 6 × 10
−5

Helix Fig. 5 128 × 128 × 512 7
2

4.45 0.30 7.40 0.81 12.96 6 × 10
−7

2D Cylinder Figs. 6,10 640 × 80 × 1501 41
2

55.93 1.80 66.03 12.78 136.54 2 × 10
−2

Boussinesq Fig. 7 100 × 300 × 1601 11
2

29.00 1.61 42.83 8.63 82.07 2 × 10
−2

Sqare Cylinder Figs. 13,12 400 × 200 × 50 41
3

8.26 8.71 14.50 3.53 35.0 8 × 10
−3

Rotating Mixer Fig. 14 128 × 128 × 128 51
3

0.99 0.80 4.76 0.88 7.43 5 × 10
−2

Tilted Vortex Fig. 11 128 × 128 × 128 11
3

1.86 0.84 4.99 0.99 8.68 2 × 10
−7

Wall-mounted Fig. 15 256 × 128 × 128 21
3

4.73 2.07 10.34 0.79 17.93 3 × 10
−4

Table 1. Grid resolution, size of region U and performance (in secs.) for all data sets used throughout the paper; the bo�leneck is printed bold. The last

column lists the average residual of our optimization. For 2D data, we list numbers for all time steps, in 3D only a single time step is listed.

−1.5 × 10
−4 −5 × 10

−5

(a) λ2 in our optimal frame

−1.5 × 10
−4 −5 × 10

−5

(b) λ2 in original frame

Fig. 15. λ2 and λ2 in the Wall-mounted Cylinder flow. Dominant vortices are found with both methods. Our method shows further subtle e�ects downstream.

In turbulent flow, there is no distinguished reference frame, in which an entire finite region U appears steady.

(a) Feature flow field f (b) ṽ for U = 11
2

(c) ṽ for U = 21
2

Fig. 16. Direct visualization of our smooth reference frame motion direction

ṽ = v − v compared to f in the Boussinesq flow.

grid resolution, neighborhood sizeU , timings and average residuals

in Table 1. We performed the computations on regular grids, for

which the computation time scales linearly with the number of

grid points. With summed-area tables, the entire computation is in

O(n) even for large neighborhood sizes U . For 2D data, we list the

time for all time steps and for 3D, we list a single time step. The

pipeline steps of Section 6 are listed individually and the bottleneck

is printed bold, which was in all cases the solution of M̂u = ŷ. The

total time ranges from a few seconds to roughly two minutes, which

is acceptable for a one-time precomputation. For unsteady �elds that

were constructed by transformation of a steady �ow, the residual

is close to zero. In turbulent regimes or when vortices deform, the

residual grows for larger U , since then, the temporal evolution is

not governed by rotation and translation only.

7.10 Discussion

Turbulence. In unsteady �ows, there is no local frame, in which

the �ow performs a coherent motion in a �nite neighborhoodU . An

example of this is given by the turbulent Wall-mounted Cylinder

�ow in Fig. 15. In the turbulent wake of the cylinder, particles move

almost randomly. Our method only �nds a frame that is in a least-

squares sense as steady as possible. In this example, it does not

detect more or less vortical behavior. We do, however, �nd further

hints of vortical behavior downstream in less-turbulent areas.

Vector Field Decomposition. Our method can be seen as a local

vector �eld decomposition of a �ow v into two parts:

v = v + ṽ with ṽ = −sk(u1) x − u2 (30)

which follows from rearranging Eq. (20). Thereby, v is as steady as

possible and ṽ contains all remaining information about the refer-

ence frame transformation. The linear vector �eld ṽ is divergence-

free, since its Jacobian is skew-symmetric, cf. Eq. (1). To illustrate

the reference frame movement, we visualize ṽ in Fig. 16.

Divergence and Curl. When using J, the transformation into the

optimal reference frame preserves divergence, but not curl:

∇ · v = ∇ · v and ∇ × v , ∇ × v (31)

The divergence is preserved since v is computed in Eq. (20) by

subtracting the linear divergence-free vector �eld ṽ = −sk(u1) x−u2

in Eq. (30) from v. Curl is generally not preserved, which is desired

and necessary to remove rotations for example in Fig. 8. Unlike

divergence, curl cannot be preserved as it is not objective.

Derivatives in Local Reference Frames. We compute the optimal

reference frame locally in space and time for each point individually.

Thereby, the transformation Q, c is assumed to be spatially-constant

and temporally-varying. Since the points in the domain are treated

independently, there is no continuity in Q and c enforced among

neighboring voxels in the domain. As a result, neither spatial nor

temporal derivatives of v, Q and c can be computed via �nite di�er-

ences. For this reason, we solve for Q, ÛQ, ÜQ and c, Ûc, Üc separately,

and derived the equations for J, a, vt in Eqs. (21)–(23), which have to

be applied when computing vortex measures as in Section 5. Fig. 17

demonstrates the error introduced by �nite di�erences. In the future,

it is imaginable to not treat each point individually and to include

spatial derivatives in Q when computing the optimal frame. Then,

explicit formulas for J and a might no longer be needed.
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∇ · v

(a) Ground truth

∇ · v

(b) By finite-di�erences

∇ · v 5

−5

(c) By using J, Eq. (21)

Fig. 17. Since we fit optimal frames for each point individually, J in Eq. (21)

must be used to compute derivatives. We show for the Boussinesq flow

that ∇ · v = ∇ · v, with U = 21
2
. Finite-di�erences lead to the wrong result.

Existence of Minimum. Note that M̂ is not invertible if v is linear

or rotationally-symmetric. In these cases, a neighborhood U does

not provide enough information for a unique optimal frame, no

matter how large U is, which is why we added cubic terms in Fig. 8.

Other techniques such as FTLE similarly do not work in linear �elds.

In practice, we did not observe a singular M̂ in numerical �ows. In

the future, we would like to search for other objective regularizers,

aside from increasing U , to elimate this theoretical limitation.

Limit Observations. In contrast to IVD of Haller et al. [2016] our

method can be studied in the limit of vanishing neighborhoodU . In

Appendix C, we provide a truly local approach to compute v, J, a
and vt by collapsing region U to a point. In practice, the approach

is less relevant, since it involves third-order derivatives.

Other Distinguished Reference Frames. Our method is objective,

since it selects for any rotating and translating reference frame

of v the same distinguished optimal frame and applies all vortex

measures there. Note that any other “special” reference frame that

could be selected from all possible choices would also be objective.

Repeated Application. Applying our method twice does not change

the result, regardless of whether U is local or spans the entire do-

main. If U is local, however, the vectors in the neighborhood must

be transformed into a common reference frame–it does not matter

which one–before MTM and MTvt are calculated and integrated,

since otherwise the method would �t an optimal frame to vectors

that currently reside in di�erent frames, which produces artifacts.

Higher-Order Methods. Our examples demonstrated �rst-order

vortex extractors, such as λ2, vorticity and Sujudi-Haimes. It shall

be noted that all higher-order methods, e.g., Roth and Peikert [1998],

that use second-order derivatives or higher, can be made objective,

as well, since all spatial derivatives of v are objective.

Objective Lagrangian Vortex Measures. All objective Eulerian mea-

sures, such as λ2 and ω, can be extended to Lagrangian measures

for stability by computing the vortex measures using v, J, a and vt ,

and integrating them along pathlines in the original �eld v.

8 CONCLUSION

In this paper, we proposed a general approach to transform an un-

steady vector �eld into a reference frame, in which the �ow locally

appears as steady as possible, i.e., in which the temporal deriva-

tive of the �ow vanishes. We rephrased the transformed temporal

derivative to separate the parameters of the optimal reference trans-

formation from local di�erential �ow properties, which allowed us

to linearly solve for the optimal transformation in a local neighbor-

hood. In the optimal reference frame, standard vortex extraction

techniques that are based on velocity and its derivatives become

objective. Therefore, their extraction �nally becomes independent of

the choice of the reference frame. We experimented with objective

versions of λ2, vorticity and Sujudi-Haimes. In the future, we would

like to apply our method to other vortex extraction techniques.

A PROOF OF EQUATIONS (4)–(9)

Considering a particle trajectory x(t) with velocity Ûx = dx
dt and

acceleration Üx = d Ûx
dt , Eq. (3) transforms velocity and acceleration to

Ûx∗ = Q Ûx + ÛQ x + Ûc (32)

Üx∗ = Q Üx + 2 ÛQ Ûx + ÜQ x + Üc. (33)

Assuming the trajectory x(t) as pathline of the velocity �eld v(x, t)
gives the di�erential equations

Ûx = v(x, t) Üx = a(x, t) (34)

Inserting Ûx into (32) gives Eq. (4) and inserting Üx into (33) gives

Eq. (6). Eq. (5) is obtained from the partial derivatives of Eq. (4) as

J∗ = (v∗x , v∗y , v∗z ). Eq. (7) follows from (4)–(6) and v∗t = a∗ − J∗ v∗.
Eq. (8) follows from J = S + Ω, (5) and the fact that ÛQ QT

is a

skew-symmetric tensor, i.e., ÛQ QT = −( ÛQ QT)T. Eq. (9) follows from

Eqs. (2) and (5).

B PROOF THAT v, J, vt , a ARE OBJECTIVE

Let w be the observation of v under an arbitrary frame (R, d), where

R is an arbitrary rotation matrix and d is a translation vector. Further,

let w be the observation of w under its optimal frame (Q, c). To

show the objectivity of v, we follow De�nition 2.1 and show that

the optimal frames of v and w are related by:

w = R v (35)

To �nd w, we search for its optimal frame (Q, c) that minimizes∫
RU+d

‖w∗t ‖
2dV → min . (36)

From the perspective of v, the optimal frame of w is reached by the

transformation: x∗ = Q (R x + d) + c. Thus, w∗t can be expressed

from the perspective of v, which allows us to use vt :

w∗t = Q (vt −M u) (37)

where x∗ = Q x + c with Q = Q R, c = Q d + c, and

u =
©­­­­«

ap(QT ÛQ)
QT Ûc

ap(QT ÜQ − (QT ÛQ)2)
−(QT Üc − QT ÛQ QT Ûc)

ª®®®®¬
. (38)

Since Q and Q are rotations that do not change the length of w∗t
and v∗t in Eqs. (14) and (37), we can see that ū minimizing (36) and

ū minimizing (13) are identical. Given the parameters ū = ū, we

compute v and w in the optimal reference frame:

v = Q (v + sk(ū1) x + ū2) (39)

w = Q (v + sk(ū
1
) x + ū

2
) (40)

and from this we get for Q = I that w = R v, i.e., Eq. (35). The

objectivity of J, vt , a is shown in a similar way.
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C LOCAL VERSION WITHOUT NEIGHBORHOOD

Up to now, our approach depends on the choice of the region U at

each point. We provide a truly local version by collapsing U to a

point. For this, Eq. (13) is replaced by

‖v∗t ‖
2 + ‖v∗xt ‖

2 + ‖v∗yt ‖
2 + ‖v∗zt ‖

2
(41)

+ ε2

(
‖v∗xyt ‖

2 + ‖v∗yzt ‖
2 + ‖v∗xzt ‖

2

)
→ min .

where ε is a small value responsible for a regularization of the

system. Note that for divergence-free �ows, Eq. (41) with ε = 0 does

not provide enough information to �nd a unique minimum. From

Eq. (41), we get the system in Eq. (18) with

M̂ = MTM +MT

xMx +MT

yMy +MT

zMz (42)

+ε2

(
MT

xyMxy +MT

xzMxz +MT

yzMyz

)
ŷ = MT vt +MT

x vxt +MT
y vyt +MT

z vzt (43)

+ε2

(
MT

xyvxyt +MT

xzvxzt +MT

yzvyzt
)
.

Note that for ε , 0, Eqs. (42) and (43) contain third-order derivatives

of v, implying a limited numerical stability of the method. The image

in Fig. 3a was computed with this approach. The timings in Table 1

refer to the non-local version, which gives the same result.
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