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1 INTRODUCTION

This document contains the derivations for the main paper. Section 2
describes the forward and backward displacement transformation. Sec-
tion 3 shows how existing reference frame transformations appear as
special cases. In Section 4, the derivatives of the transformed vector
field are calculated. Section 5 describes the general construction of
our system matrix in Taylor approximation. The system matrix con-
struction of other basis representations and their results are described
in Section 6. The analytic vector fields of the main paper are described
in detail in Section 7. Section 8 shows further experiments and results
of our reference frame optimization and topology extraction.

2 DISPLACEMENT TRANSFORMATIONS

In the following, we derive the spatially-varying forward and backward
transformation of a vector field.

2.1 Forward Transformation

Given is a space-time displacement vector field F(x,) that moves a
point x to its new location x*:

x" =x+F(x,1) . )

By considering a pathline x(7) in Eq. (1) and by computing its temporal
derivative, we can observe how the tangent of the pathline x(¢) behaves
under the general displacement transformation.

dx*(¢) _ dx(r) n DF(x(t),t)

dr dr Dt @
- d’;(f) +VR(x(1),1)- d’;(lt S T )
= 1+ VF(x(1).1)]- d’;(f ) LR x(0).0) @)
Since pathlines are tangential to a vector field v(x(¢),t) = d’é(tt) ,Eq. (@)
can be rephrased by substitution, which yields:
v (x*, 1) =[I+ VF(x,1)] - v(x,7) + F;(x,1) . 5)
2.2 Backward Transformation
By rearranging Eq. (1) the backward transformation becomes:
x=x"—F(x,1) . 6)
Again, by considering the tangent of a pathline x():
dx(r) _ dx*(t) DF(x(t),?) @
dr dr Dt
_ d"d*t(t ) _VE(x(t).1)- d’;(tf ) Rxt) ®
= 1+ VF(x(t),1)] ! dxd*t(’ ) R x(0).0) ©)
we arrive at the expression for the transformation of a vector field:
v(x,1) = I+ VF(x,0)] ' (v (x+ F(x,1),1) — F,(x,1)) (10)
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2.3 Change of Variables
The conversion between the two spaces requires us to consider the
coordinate Jacobians in order to change variables:
Ix* ox
Jx

— 14 VF(x,1) I+VF(x0)" (D

ox*
The two expressions follow by differentiation from Eqs. (1) and (6) and
are used to study how coordinate changes in the input space relate to
coordinate changes in the transformed space.

3 SPECIAL CASES OF TRANSFORMATIONS

Next, we cover special cases of Egs. (1), (5), (6) and (10), i.e., equal-
speed translations (Galilean transformations) and temporally-varying
rotations and translations (objective transformations), and temporally-
varying affine transformations. Note that all these transformations
have in common that V(VF(x,t)) = 0, i.e., they are homogeneous
deformations.

3.1 Galilean Transformation
For a Galilean transformation we have a spatially-constant transforma-

tion F(x,1) =1-¢| +¢o. Since VF(x,#) =0 and w =F,(x,1) =cy,
a forward transformation has the form:

X*=X+Z‘-C]+C0 (12)

v (x*, 1) = v(x,0)+¢; (13)

where ¢ and ¢; are constant vectors. The backward transformation
therefore becomes:

x:x*—z-c1 —Cp
v(x,t) = v (x",1) —¢

14)
15)

3.2 Objective Transformation

For an objective transformation, we have F(x,7) = [R(¢) —I]x +¢(¢),
where R(t) is a rotation matrix and ¢(¢) is a translation vector. Since
both are spatially constant, we have VF(x,7) = R(¢#) —I and the time

partial is aFLgf’O =F,(x,1) =R (t) - x+ ¢/ (r). We get:
x" =R(t) - x+c(r) (16)
vi(x* 1) =R() - v(x,1) + Re (1) - x+ ¢ (r) a7
Then, the inverse transformation becomes after simplification:
x=R()T(x* —c(t)) (18)
v(x,1) = R(OT [V (x*,1) — ¢, (1) + R, (1) T [x* —e(t)]  (19)

3.3 Affine Transformation

For an affine transformation, we have F(x,7) = [Q(r) —I]x + ¢(¢),
where Q(¢) is a general matrix and ¢(¢) is a translation vector. Since
both are spatially constant, we have VF(x,7) = Q(¢) — I and the time

partial is aF{g’f”) =F;(x,1) = Qs(t) -x+ ¢, (t). We get:
X" =Q(t) -x+c(t) (20)
VX 1) = Q) V(%) + Qi) - x+ e (1) 1)



Then, the inverse transformation becomes after simplification:

x= Q1) (x" —<(t))
v(x1) = Q) V(X 1) — e (0] 4+ Qi) X" — (1)

In the context of continuum mechanics, the affine transformation is
what is usually referred to as the general homogeneous deformation.

(22)
(23)

4 DERIVATION OF DERIVATIVES

In order to compute the time partial in the new reference frame after
forward transformation, we first compute the acceleration a* and the Ja-
cobian Vv*. By expressing the velocity in Eq. (5) with total derivatives
instead of partial derivatives, we obtain:

DF(x,1)
*(x*,1) = v(x,t ’ 24
v (x*, 1) = v(x,1)+ D (24)
In the following, several total derivatives are needed:
DF(x,t
l()’t" ) VR v(x1) L Fy(x1) 25)
DVF(x,t
# = V(VF(x,1)) - v(x,7) + VF,(x,1) (26)
DF, (x,t
% = VF,(x,1) - V(x,7) + Fu (%,1) @7
DF(x,t) DVF(x,t)
v = \% .
- o+ VE()-J(x1) (28)
Since we consider the total derivatives along pathlines v(x,7) = %,
these are also called material derivatives.
The total time derivative of v* gives the acceleration a*:
Dv*(x*,t) D?F(x,1)
X)) =——= = 1)+ ——5-> 29
@' (x" ) = = a2 @9)
DVF(x,t) DF,(x,t)
= i Sk A \v .a(x. il A A
a(x,r)+ D v(x,)+ VF(x,1)-a(x,t) + D
DVF(x,t) DF,(x,1)
= [I4+VF(x,1)]- )+ ——"- 1)+ ——
I+ VF(x,t)]-a(x,t) + Dr v(x,1) + T

The Jacobian is computed from partial differentiation with respect to
space. Note that a change of variables is applied, using Eq. (11).

wpor o OVI(X"1)  dv(xt) dx  JDF(x,t) dx
V&= "% ox  oxn ox 0
- {J(mww} [+ VE(x,1)] ! 31)
Finally, the velocity time partial v; is computed using
v (X5, 0) = at (x5 1) = T (x, 1) - v (X 1) (32)
— v, (%,8) + VE(x,) - Vi (%, 1) + % (33)
fP@ﬁ+V9%§Q}U+VN&ﬂF“E@ﬁ

5 CONSTRUCTION OF SYSTEM MATRIX

In order to adapt to spatial variations of F; and G within the neighbor-
hood U, we spatially discretized the derivatives by a component-wise
multi-variate m-th order Taylor expansion around the observation point
Xp, i.e., the center of neighborhood region U:

o 1
Fi(x,1) =}, —V"Fi(xo,1)- (x—x0)" (34)
m=0 """
- 1 m m—
VR0 = Y Gy VR o) (ko)™ G39)
o 1
G(x,1)= ) ﬁva(XQ,I)-(X—Xo)m (36)
m=0 """

with V""F; (xo,7) and V""G(x0,?) being symmetric tensors of order m.

To simplify the notation we set F,(m> = V"F,;(xq,t) and Gim) =
V"G(xq,t). By inserting Eqs. (34)—(36) into the time partial derivative,
we obtained the time partial v/ (x,?)|,—, in Taylor expansion:

V;F (XJ)\t:zo = V;(X,If)
m—1 X"

— m X m
+rr12::0 F )'(mfl)!'v(x’l)_J(X’l)'F’( )'ﬁ

oo X"
+Y Gm. = (37)
m!
m=0
Minimizing Eq. (37) led us to the linear system:
M(x,t) - p(x,t) = —V;(x,1) (38)
with the system matrix M containing a series of squared matrices
M = | Fo0,Goo, Fi0,G10:For,Gor, Fa0,G20,F11,G11,F02,Goo, -
——
zero-order first-order second-order
(39)

In the following, we look at the construction of the matrix in Eq. (39).

5.1 Construction in 2D
The tensor products in Egs. (34)—(36) can be expressed as:

o mij
FI(XJ)Z Z ngi.j

= (40)
m=0i=0 *J*
o m—1 iy,j—1
X
VE(x)= Y ¥ w1 £ (41
== il 1)!
© m xiyj
G(x,t) = IEOE)W&J (42)

with f;; and g;; being the vector-valued entries in the symmetric tensors
for i + j = m. After inserting Eqgs. (46)—(47) into Eq. (37), we get
the following system matrix entries F;; and G;; for the corresponding
unknown vector-valued coefficients f;; and g;;:

ux'—! yj vxl yj*l xiyj x yj
F;i= I — , G;i= I 43
M=) +i!(j71)! i!j!J Mg “3)
N !

i#0 j#£0

If the entries F;; and G;; are sorted as shown in Eq. (39), the linear array
index in p for the corresponding coefficients F;; is (i+ j) (i+j+ 1) +2;.
For reference, the terms up to third order (m = 3) are listed below:

(Foo,F10,Fo1,F20,F11,Fo2,F30,F21,F12,Fo3) =
(fJ ul—xJ vI—yJ ufo%J uyl + vxl — xyJ vf%J

~—~—
zero-order

(44)

first-order second-order

2 2 2 2 3
uxyl + %I -5 FI+epl-3) 2 - %J)

HXZ X3
SI-%

third-order

(G00,G10,Go1,G20,G11,G02,G30,G21,G12,Go3) = (45)

(1 o1 51 51 o1 5151 91 %

~—~
zero-order first-order

a

second-order third-order

Note that the first-order approximation (sum of zero-order and first-
order terms) leads to the affine-invariant approach of Giinther and
Theisel. For higher orders than shown here, use the general description
in Eq. (43).
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5.2 Construction in 3D

In polynomial representation, the tensor products in Eqs. (34)-(36) can
be expressed as:

=)

-y Y

m=0i=0

(46)

| ik L,.,
=0 k!
k-1
1y [fir1 k=15 Bijria—1> £ jk]

o m m—i—1

XY

m=0i=

J
VF,;(x,1) = xyz

/0"

o m m—i i

XYY ur

m=0i=0 j=0

yl

G(x,1) = ik 8i,jk 47)

with f; ;. and g; j being vector-valued entries in the symmetric tensors
for i+ j+k = m. After inserting Eqs. (46)—(47) into Eq. (37), we get
the system matrix entries F;j; and G; . for the corresponding unknown
vector-valued coefficients f;;; and g; j:

. =1 yi pxi yi—1 & Wi yd k=1 7xiyjzk
TG oDk k=1 ik
i#0 Jj#0 k#0
xiyi
i'i":W (48)

We sort the entries F;j; and G;j; such that the linear array index in p
for the corresponding coefficients Fyjy is (i + j+k)(i4j+k+1)(i+
J+k+2)/3+(j+k)(j+k+ 1)+ 2k. For reference, the terms up to
second order (m = 2) are listed below:

(F000,F100,F010,Foo1,F200,F110,Fo20, F101,Fo11,Foo2) =  (49)

(—J ul—xJ vI—-yJ wl—2zJ uxI—%J uyl +vxl—xyJ ...

~—~—~
zero-order

second-order...

2
vil+wyl —yzJ  wz— %J)

first-order

— %J uzl +wxI — xzJ

...second-order

(G000, G100, Go10, Goot1, G200, G110, G020, G101, Go11, Gooz) =

(I Ay ST ol 5T xd yd §1) second-order

zero-order first-order s

(50)

Again, the first-order approximation (sum of zero-order and first-order
terms) leads to the affine-invariant approach of Giinther and Theisel.
For higher orders than shown here, use the general description in
Eq. (48).

6 OTHER BASIS APPROXIMATIONS
6.1 Chebyshev Approximation

Aside from the Taylor approximation, we experimented with other
function approximations, as discussed in Section 7.7 of the main paper.
In order to adapt to spatial variations of F;, VF; and G within the neigh-
borhood U, we spatially discretize these derivatives by a multi-variate
Chebyshev approximation in a neighborhood region U. Note that we
have to normalize the entire domain to [—1, 1], since the Chebyshev
approximation only works well on that range. We get:

o0 oo

x1) =3 Y e Tix)-Ti(y) (51)
k=0 j=0
VR0 =T % e B T,0) e ) Y] 52)
G(x,)=Y Z dij Ti(x) - Tj(y) (53)
k=0j=0

with the Chebyshev polynomials and derivatives:

dT,(x)  n
de  1-x2

-1

Tn(x) = cos(n cos™ " x), sin(n cos 'x)  (54)

Similar to the Taylor approximation, we call m the order of the terms,
with m = k+ j. Thus, an m-th order Chebyshev approximation sums
up all terms up to m. Note that for m = 0 and m = 1, the Taylor approx-
imation and the Chebyshev approximation are identical. As shown in
Fig. 1a, we found that the Chebyshev approximation performed slightly
worse than the Taylor approximation, and hence keep the Taylor ap-
proximation as default choice.

6.2 Fourier Approximation

Next, we apply a 2D Fourier approximation. For simplicity, we normal-
ize the domain to [—1,1]. We get:

1= k; ;c/‘é; Ci(x)-Ci(0) +¢%; Cul(x) - S;(v) (55)
+ki io ¢ Sk(x) - Ci(y) + ¢ Si(x) - S;(y) (56)
Fu(x,1) = nkéjioci; KCH(X)-Cj(0) + 62, KGu(x)-S;0) (5T)
ffrki iok KSEx)-CH0) + KSla)-S;0) (58)
By (x,1) = 7 k; :Eoczf, Cul) JCH )+ Sl) JCs3)  (59)
- nki io ¢, Cl) - 7S;0) i Sk IS, 0)  (60)
x.1) = gojiodz?j ) C0)+d2, G0 -$;0) (6D)
" k; ;20 & S0 -C0) A SW)-S,0) (6
with the sine and cosine basis functions:
Ca(x) = cos(mnx), S.(x) =sin(mnx) (63

Similar to the Taylor approximation, we call m the order of the terms,
with m = k+ j. Thus, an m-th order Fourier approximation sums up all
terms up to m. We order the non-zero coefficients as:

(64)

cC cc CcC cc cC CcC CS CS SC sc
€0,0,40,0,€10-4d7,0:€0.1,d0.1,€0.1,d0.1-€1.0-d7 0>
N——

m=1 m=2

CcC cc CcC cc CcC cc CS CS CS cs SC SC SC SC SS A
€50,d50,¢71,d77,€02,d55,€11,d71, €02, dp 2, €50, d5 0, €11, d7 €7, dy ),

m=3

(65)

For m = 0, the Fourier approximation is identical to the Taylor ap-
proximation. In the experiment in Fig. 1b, the Fourier approximation
performed worse than the Taylor approximation. Further, it has more
unknowns due to the sine/cosine basis pairs and is therefore slower.
Thus, we kept the Taylor approximation as the default option.

7 ANALYTIC VECTOR FIELDS

In the following section, we further define the constructed unsteady
vector fields used in Section 7 of the main paper.

7.1 Modified Double Gyre

Inspired from Shadden’s Double Gyre [2], we now construct a MODI-
FIED DOUBLE GYRE for our analytical ground truth topology. Shadden



(a) Chebyshev basis (m = 2)

(b) Fourier basis (m = 2)

Fig. 1: Comparison of the second-order approximations with the Cheby-
shev (1a) and Fourier basis (1a).

defined a steady vector field as co-gradient of a stream function:
wox . _ [ —mAsin(mx*)cos(my*)
Vi) = ( TA cos(mx*) sin(my™) (66)

and introduced a deformation f(x,z) to move the x-coordinate in
the stream function formulation, with f(x,7) = a(f)x> +b(t)x, a(t) =
esin(wt), and b(r) = 1 —2¢sin(wr). By deforming the stream function,
the resulting time-dependent co-gradient vector field is divergence-free.
However, this construction approach cannot control the location of
features, such as vortex corelines and bifurcation lines. Instead, we
define a displacement field F(x,1) = (f(x,t) —x,0)" and apply Eq. (10)
to compute our unsteady vector field v(x,7):

—mAsin(nf(x,t)) cos(mwy)+x(2—x)ewcos(wt)
v(x,1) = 2a(r) (x—1)+1 (67)
A cos(mf(x,t))sin(my)

In the main paper, we have shown that critical lines in the optimal frame
w(x,t) are pathlines of v(x,#). In the domain [0,2] x [—1,1], vortex
corelines pass through (x,y,7) = (1£0.5,40.5,0), and a bifurcation
line passes through (x,y,#) = (1,0,0). In our experiments, we set
A=0.1,€=0.25and w =21/10.

7.2 Deforming Centers

The first example is based on the four centers flow [1], where we con-
struct an unsteady flow by transforming the co-gradient of the stream

function s*(x*,7) = 3xy- e with the spatially-varying displace-

ment transformation F(x,1):
—sin(2r) 0
cos(2t) — l) <%le + %xt (68)

which not only rotates the domain but also has structures moving at
different speed based on their location. Results using this flow are
shown in Fig. 8 of the main paper.

cos(2t) —1
sin(2¢)

F(x,t) = (

7.3 Sink-Source-Saddle Flow

To study the separatrices in a compressible vector field containing sinks,
sources and saddles, we construct a vector field where the separatrices
are curved lines. For this, we use the steady vector field:

V(X" 1) = — (*(y3+8x78)(y3+16x+16)>

T 128 \—(x® 48y —8)(x* + 16y + 16) (©9)

and transform it with the following spiraling transformation:

F(X t) - cos (tle-BtyZ 1 —sin (txzit)tyz) (x) -
7 sin (%) cos (rx21+0ty ) —1)\V

Results using this flow are shown in Fig. 9 of the main paper.

7.4 \Vortex with Changing Magnitude

We studied an analytic vortex based on Vatistas [3] experimentally-
obtained velocity profile. In this example, the vortex is not moving, but

() Pathlines in original flow v(x,?) (b) Pathlines in ambient flow f(x,¢)

Fig. 2: Bifurcation lines (ground truth in yellow) are tangential to both
the original flow v(x,#) and the ambient motion field f(x,7). Tracking
bifurcation lines is much more stable in f(x,), since pathlines in v(x, )
deviate away from saddles along the repelling eigenvector direction.
Blue pathlines are seeded close to the bifurcation line at the bottom of
the space-time domain. Further gray pathlines are given as context.

its tangential velocity changes over time. The flow v(x,?) is considered
in the domain [—2,2]? x [0, 10]:

I e A Y S A
V(X’,),z(xy) Owﬁyi o 27tr3((L)2"+1>%

with shape coefficient n = 2 and core radius 7. = 1. Results using this
flow are shown in Fig. 10 of the main paper.

8 MORE RESULTS

In this section, we report further experiments and results using our
reference frame optimization and vector field topology extraction.

8.1 Bifurcation Line Tracing

In the main paper, we found that critical paths can be tracked in space-
time as pathlines in the input unsteady flow v(x,#) or in the ambient
motion f(x,7). The integration in v(X,) can be extremely unstable, for
instance, when tracing along a bifurcation line, since a tiny numerical
error would lead to an exponential push off the bifurcation line. The
field f(x,7), on the other hand, follows the feature on and in the vicinity
of the critical point, see for instance in Fig. 2. Thus, using our ambient
motion field, the integration of bifurcation lines becomes more stable.
Stable feature flow fields [4] could further reduce integration errors.

8.2 Dependence on Temporal Resolution

In the following, we study how the temporal resolution of the data
set affects the reference frame optimization. Fig. 3 shows the near-
steady vector fields w(x, ) of our third-order displacement optimization
for varying temporal resolutions in the CYLINDER 2D flow. Each
frame lists the temporal distance between consecutive time steps. The
difference between Ar = 0.01 (used in the paper) and At = 0.04 is
barely visible. For larger differences, artifacts become significant. A
good temporal resolution is as important as a high spatial resolution to
track features in space-time.

8.3 Separatrices and FTLE Ridges

The main paper showed the PIPED CYLINDER data set, a flow that goes
around two corners and passes two cylinder obstacles. Fig. 4 shows a
time slice of this flow. In the top row, we see our flow in the optimal
frame w(x, ), containing vortex centers and saddles. We can see that
ridges in the forward and backward FTLE align with the separatrices
in our optimal frame w(x,). In the bottom row, we see the ambient
motion field f(x,7), showing how the vortices are transported through
the gap between the two corners. Arrows indicate the magnitude of
f(x,1).
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poral resolutions. For each image the temporal distance Ar between
two consecutive time steps is listed. The larger the distance, the more
artifacts occur. In the main paper, we used Ar = 0.01.

Fig. 4: Time slice in the PIPED CYLINDER flow showing vortex centers
(green), saddles (yellow), forward FTLE (red) and backward FTLE
(blue). The top row shows the flow in the optimal frame w(x,) and
the bottom row shows the ambient motion field f(x,#) with arrows to
indicate the magnitude of f(x,¢).

8.4 Tracking of Feature Curves with Ambient Flow

In the main paper, we traced the paths of 3D vortex corelines and
bifurcation lines in the ambient motion field f(x,7) of the SQUARE
CYLINDER flow. In Fig. 5, we show a second set of feature curves that
have been extracted at a later time step. We can see that the feature
curves lie very close to the path surface of the ambient motion field.
Note, however, that we extract the feature curves per time slice without
enforcing temporal smoothness. We can therefore expect some jittering
that we discussed in the limitations section.

8.5 Topology in a Turbulent Flow

Fig. 6 shows results obtained with our second-order displacement op-
timization in the ROTATING MIXER flow. Topological elements were
extracted in w (left) and the ambient motion of the vortex corelines is
visualized via short pathsurfaces in f (right). In such turbulent flows,
a large number of topological structures occur, including the vortex
corelines and the critical points. The amount of visual clutter limits the
applicability of topology-based methods in turbulent flows, which is a
general limitation of topology-based approaches.
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