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Fig. 1. We present a method to accurately track the jaw during facial performance capture, without the need for aaching markers or tracking teeth.

We present the rst method to accurately track the invisible jaw based
solely on the visible skin surface, without the need for any markers or
augmentation of the actor. As such, the method can readily be integrated
with o-the-shelf facial performance capture systems. The core idea is to
learn a non-linear mapping from the skin deformation to the underlying
jaw motion on a dataset where ground-truth jaw poses have been acquired,
and then to retarget the mapping to new subjects. Solving for the jaw pose
plays a central role in visual eects pipelines, since accurate jaw motion is
required when retargeting to fantasy characters and for physical simulation.
Currently, this task is performedmostly manually to achieve the desired level
of accuracy, and the presented method has the potential to fully automate
this labour intense and error prone process.
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1 INTRODUCTION
Generating realistic facial animation has always been a central
ingredient in the creation of digital characters for computer games,
visual eects for lm and other virtual experiences. A very important
component of the face is the underlying jaw, as the jaw’s motion
is often used to control the deformation of the face surface using
methods like skinning. For this reason, most facial animation rigs
contain an explicit jaw rig. While oftentimes the jaw is rigged with
a few simple rotation and transformation controls, we have also
seen recent advances in the design and control mechanisms of jaw
rigs built from real-world capture data [Yang et al. 2018; Zoss et al.
2018].
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Advances in jaw rigging are largely designed to help animators
create facial animation through key-frame interpolation. However, a
signicant amount of character facial animation is created through
performance capture, in a process where a real actor is recorded
and the facial surface is reconstructed and tracked to provide a
digital performance that exactly matches the real one. The digital
performance is then typically provided to the animator as a starting
point for further manipulation, which often involves a retargeting
step to a fantasy creature for nal display. During this process, it is
essential to know the jaw motion that corresponds to the captured
facial performance of the actor. This yields a major challenge - how
can we accurately track the jaw of an actor during performance
capture?
Accurate jaw tracking has been studied in several elds such

as dentistry and speech analysis, however typically at the cost of
complicated setups and invasive instruments like electromagnetic
sensors or optical ducials attached to the teeth. Recently in the
graphics community, researchers have become more interested in
accurate jaw tracking, for example the data-driven rigging methods
mentioned earlier required accurate jaw motion for ground truth
evaluation [Yang et al. 2018; Zoss et al. 2018]. However, the tracking
methods they used are still cumbersome, requiring ducial markers
or accurate dental scans of the teeth, and are thus not suitable for
the general widespread application of facial performance capture
involving dialog.

In this work, we present the rst method for accurate jaw tracking
for facial performances given only the tracked facial surface as input.
We achieve this by learning a non-linear mapping from the skin
surface to the underlying jaw pose for several subjects for which we
obtain ground-truth jaw motion using the marker based approach
presented by Zoss et al. [2018] in a one-time database creation step.
We then demonstrate how this mapping can be transferred onto
new subjects, for which marker based jaw tracking is not available,
rendering the method applicable to traditional facial performance
acquisition.

In production, jaw tracking is a very manual and labour intensive
step, where artists leverage the teeth wherever visible and if not
try to guesstimate the jaw pose from the perceived surface. Aside
from the required eort, which is very substantial, manual tracking
oers a lot of potential for human error, which will manifest itself in
the nal character. The proposed approach allows to fully automate
jaw tracking at high accuracy and removes human error, without
imposing any additional requirements onto the actor or the setup
during acquisition.

2 RELATED WORK
Our work is most related to other methods for jaw tracking, and
has applications in the eld of facial performance capture.

2.1 Jaw Tracking
Jaw tracking has been well-studied in elds outside of computer
graphics, for example dentistry and speech analysis. Several rather
invasive methods have been proposed, including the application
of electromagnetic sensors inside the mouth [Piancino et al. 2013;
Santos et al. 2006], ultrasonic emitters [Prinz 1997], ducial markers

attached to the teeth [Eriksson et al. 2000; Ferrario et al. 2005; Kinuta
et al. 2005; Mostashiri et al. 2018; Pinheiro et al. 2008], and LED or
optical reective markers attached to the skin [Buschang et al. 2000,
2007; Wiesinger et al. 2014; Wilson and Weismer 2012; Winterg-
erst et al. 2004; Zafar et al. 2000] (which only provide approximate
jaw motion as we will show later). An overview of dierent ap-
proaches can be found in Bando et al. [2009]. While these methods
may provide highly accurate jaw motion, the acquisition setups are
too cumbersome or uncomfortable for widespread application in
computer graphics.

In the eld of forensics, a related topic is craniofacial superimpo-
sition, where a given skull is superimposed onto face images for the
purpose of identication. While the jaw is often overlooked in this
procedure, Bermejo et al. [2017] propose a genetic algorithm for
estimating the 1-DOF jaw aperture that matches the image, allowing
the jaw to contribute to the identity. Such an approach could be
considered a rudimentary jaw tracking method.

Recently, the graphics community has been interested in improv-
ing jaw animation through accurate jaw tracking. Zoss et al. [2018]
employed the invasive approach of attaching ducial markers to
the teeth and then used the resulting motion as ground truth for
constructing a novel jaw rigging method. In this work we will use
similar ground truth data in training our jaw motion predictor. Yang
et al. [2018] avoid the use of markers but require an accurate 3D
model of the actors’ teeth using a dental scanner, and can only track
the jaw for performances where the mouth and lips are fully open to
reveal the teeth. These approaches are designed for short term use
in order to generate ground truth data, and, like the dental tracking
methods above, are unsuited for widespread use in graphics and
entertainment.
Relatively little work has attempted to perform automatic and

accurate jaw tracking from just images or meshes of a face. In the
monocular face capture method of Wu et al. [2016], a facial per-
formance is reconstructed from video, including the motion of the
underlying bones. This approach involves building a person-specic
local anatomical model where the jaw must be prescribed for a set of
approximately a dozen input poses. This approach would not extend
to cases where such a specialized model is not available. Beeler and
Bradley [2014] propose a method to rigidly align an actor-specic
skull to facial scans using skin tissue thickness analysis, for the pur-
pose of rigid stabilization. While also dealing with aligning bones
under the face, their method is limited to skull tting and is not ap-
plicable to the jaw, due to their specialized forehead skin sliding and
nose constraints. Finally, Tanaka et al. [Tanaka et al. 2016] and Zafar
et al [Zafar et al. 2000] discuss the potential for a trivial correlation
between skin motion at the chin and the corresponding mandible
motion, suggesting that markerless jaw tracking based on the 3D
skin surface might be feasible. In this work we also demonstrate
the feasibility of such a correlation (see baseline experiments in
Section 7), and further propose a novel jaw prediction algorithm
with learned regression that provides more accurate jaw tracking
given only the skin surface as input.
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2.2 Facial Capture
We believe our method for accurate jaw tracking is most applicable
for the application of facial performance capture. While the facial
capture method of Wu et al. [2016] described above is one of the few
that can already solve for the jaw pose, most facial tracking methods
focus only on the surface of the skin and ignore the underlying
bones, leaving the jaw tracking problem as a manual task for artists.
An extensive overview of facial capture methods is beyond the
scope of this paper, but since our method relies on the facial motion
as input and our results would highly complement facial capture
methods, a short overview of recent methods is warranted. Facial
performance capture approaches come in several avors, including
multi-view [Beeler et al. 2011; Bradley et al. 2010; Fye et al. 2011,
2017] or binocular stereo [Valgaerts et al. 2012], model tting to
monocular video [Garrido et al. 2013; Shi et al. 2014; Suwajanakorn
et al. 2014; Wu et al. 2016], deep learning [Laine et al. 2017; Tewari
et al. 2017], real-time capture and puppeteering [Bouaziz et al. 2013;
Cao et al. 2015, 2014; Hsieh et al. 2015; Li et al. 2013; Weise et al.
2011], or expression transfer for facial re-enactment [Thies et al.
2015, 2016, 2018]. In our work, we use the multi-view method of
Beeler et al. [2011] to capture facial performance sequences, since it
provides dense and accurate facial motion. However, our technique
could be easily applied to any facial capture method that provides
consistent surface topology, including the real-time approaches as
our jaw tracking algorithm solves at real-time rates. This exibility
makes our method immediately applicable in several research and
industry scenarios.

3 METHOD OVERVIEW
We propose to learn a non-linear mapping from the skin surface
deformation to the motion of the underlying, invisible jaw. The
mapping, proposed in Section 5, is learned from a corpus of data for
which both skin surface and ground truth jaw poses are available
(Section 4). Once learned, we show how to retarget the mapping to
new actors in Section 6, for which ground truth jaw poses are not
available, using a small set of provided calibration poses. In Section 7
we demonstrate our novel jaw trackingmethod on several sequences
of dierent actors, and evaluate the accuracy of jaw prediction for
both new expressions of a training actor as well as performances of
new actors that were not part of the training set. An illustration of
our method is shown in Fig. 2.

4 DATA ACQUISITION
To learn a mapping from the skin surface to the jaw pose we need
to capture both at the same time. We follow the approach suggested
by Zoss et al. [2018] and glue a set of markers onto the actors teeth
(Fig. 3.a), which will allow us to accurately estimate the 6-DoF pose
of both the skull and the jaw. We refer the reader to their paper for
details. To capture the skin surface we employ the system of Beeler
et al. [2011]. Since the markers are obstructing the skin and cause
artifacts in the reconstruction (Fig. 3.b), we automatically mask them
from the input images, which leads to reasonable reconstruction of
the geometry despite their presence (Fig. 3.c).

We capture a total of ve subjects undergoing a large range of jaw
motion. For reference, we will refer to them as S1 through S5 in the

Acquisition
(Section 4)

Regression Training
(Section 5)

Subject Retargeting
(Section 6)

Online Prediction
(Section 5.3)

Training Data Calibration Data Performance Data

Fig. 2. Overview. Training (yellow): We train a non-linear mapping (Sec-
tion 5) that predicts jaw pose from skin surface deformation. The training
subjects are captured using fiducial markers to acquire ground truth jaw
poses in addition to their facial geometry (Section 4). Retargeting (green):
For a new subject without markers we acquire a sparse set of calibration
poses (∼5), where we solve for the jaw pose by manually labelling a few
points on the teeth in the input imagery. Using these calibration poses we
retarget the mapping to the new subject as described in Section 6. Prediction
(blue): Once retargeted, the proposed method predicts the jaw pose on a
per-frame basis in real-time using the fiing described in Section 5.3.

a) b) c)

Fig. 3. Data Acquisition. To accurately estimate the jaw pose we follow
the approach of Zoss et al. [2018] and glue markers to the actor’s teeth (a).
To avoid degradation of the reconstruction quality due to these markers
(b) we automatically mask them in the images, which leads to reasonable
reconstruction of the geometry despite their presence (c).

text. The reconstructed performances are stabilized to remove rigid
head motion using the upper teeth markers, and for markerless
acquisition using the method of Beeler and Bradley [2014]. The
result of the data acquisition is per-frame tracked 3D geometry of
the face, with corresponding per-frame jaw poses, all registered
to a canonical head pose with consistent vertex topology across
subjects.

5 JAW POSE PREDICTION
The core of our idea is to exploit the relation between skin and
jaw motion. Unfortunately, there is no unique relation between a
point on the skin and the pose of the underlying jaw since, on the
one hand, skin slides over the bone when actuating the jaw, and
on the other hand skin can be deformed without actually moving
the jaw. However, our observation is that when considering several
skin points at the same time to predict several jaw points, it is
possible to disambiguate bespoken ambiguities. We also rely on a
thorough captured dataset that spans a signicant range of jaw and
skin motion in order to robustly train our predictor. More formally,
we seek to nd a mapping Φ(F ) → B, which predicts jaw features
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B from observed skin features F , and then the nal jaw pose will
be computed from the estimated jaw features.

We start by dening the features (Section 5.1), and then introduce
our mapping as a regression (Section 5.2). Finally, from the predicted
jaw features we t the jaw pose (Section 5.3).

a) b)

Fig. 4. Features. To compute the skin feature F a set of 242 vertices is
selected on the skin surface (a, green spheres) by sampling vertices on the
jaw within a manually painted mask (b, green mask) and computing the
closest poin on the skin along the jaw normals. As bone feature B we select
five points distributed over the jaw (b, red spheres).

5.1 Features
Skin features F . In order to render our feature space invariant to

translation and global rotation of the head, we dene a skin feature
Fj ∈ R |V |×3 to be the displacements {dν }j of a set of sample
vertices ν ∈ V from reference neutral to expression j, relative to
the coordinate frame of the skull. The feature verticesV on the face
are computed by randomly sampling jaw vertices and nding the
closest point on the face along the normal of the jaw. We sample
only jaw points within a manually dened mask (Fig. 4.b, green),
which excludes vertices on the inside of the jaw, leading to a total
of 242 skin feature vertices over the chin area of the face (Fig. 4.a,
green spheres), hence Fj ∈ R242×3.

Bone features B. Analog to the skin features we seek target bone
features Bj ∈ R |W |×3 that are also invariant to translation and
global rotation, and hence again express them as displacements
{bw }j of a set of sample verticesw ∈ W from the reference bone
pose to the pose in expression j, relative to the coordinate frame of
the skull. Since these features will be used to dene the jaw pose
as a rigid transformation, a minimum of three non-collinear bone
samples are required, and more samples can increase robustness to
noise. We found empirically that ve samples, selected manually as
shown in Fig. 4.b as red spheres, produce compelling results while
keeping the feature space compact, yielding Bj ∈ R

5×3.

5.2 Regression
For every bone samplew we train a support vector machine (SVR)
regressor ϕw ({dν }) → bw , which predicts the displacement bw
for the bone samplew from the skin displacements {dν } of all skin
sample vertices ν ∈ V , trained over all captured expressions j in the
training data. We employ DLib’s SVR implementation [King 2009],
which only supports predicting a single scalar, and hence train three

dierent regressors per bone target, one for each dimension. The
nal mapping Φ(F ) → B is given by aggregating the regressors
ϕw for the individual jaw bone samplesw .

5.3 Jaw Pose Fiing
For any new expression k of the face, we can now compute the skin
feature Fk and evaluate the regression to obtain a corresponding
bone feature Bk . From these predicted displacements {bw }k for
the jaw bone samplesw we can compute absolute locations {xw }k
and solve for the rigid transformation Tk that optimally ts the jaw
bone to these locations in a least-squares sense, by minimizing

Ef it (T) =
∑

w ∈W

‖ Tx̂w − xw ‖22 , (1)

where x̂w denotes the location of bone featurew in the reference
pose, and note that we removed the pose subscript k for simplicity.
We minimize Ef it using the ceres solver [Agarwal et al. 2016].

6 MAPPING RETARGETING
The approach presented in Section 5 succeeds at predicting novel
jaw poses for a subject where ground-truth jaw poses have been
acquired for a large number of expressions. Typically, however, such
ground truth poses are not available and hence we present a method
to retarget the mappings learned for our captured training subjects
to new target subjects.
The underlying assumption for retargeting is that the relation

between skin and jaw motion generalizes across people, which is
a reasonable assumption to make since the underlying anatomy is
similar across humans. Still, the skin of dierent people will exhibit
slightly dierent motion, which is why we propose a retargeting
method which renes the mapping learned on source actors with
respect to a new target subject.

6.1 New Target Subject
To accomplish the retargeting, we capture a small set of calibration
poses P for which lower teeth are visible. Typically this set includes
only 5 poses: mouth wide open, jaw to the left, to the right, forward
and backward. We then use the method of Beeler and Bradley [2014]
to align the skull to these poses and recover the rigid transformation
of the jaw with respect to the skull for each frame by triangulating
teeth outlines on images. For each calibration posep ∈ P, we extract
the calibration skin features Fp and corresponding calibration bone
features Bp . Our retargeting method assumes consistent vertex
topology (as described in Section 4), thus the skin features Fp are
consistent across actors.
The idea behind our retargeting method is to transform the mo-

tion space of each feature vertex ν on the target subject to best align
with the mapping Φ that was computed from a source subject. To
this end, we formulate an energy term for solving the optimal rigid
transformations Rν for every skin feature ν , dened over all poses
p of the calibration set

Er et ({Rν }) =
∑
p∈P

 Φ (
{Rν } ⊗ Fp

)
− Bp

2
2 . (2)
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We dene {Rν } ⊗ Fp as the operator applying each transformation
Rν to the corresponding displacement dν ∈ Fp .
Additionally we add regularization terms for both the transla-

tional (tν ) and rotational (qν ) components of each transformation
Rν = T(qν , tν ). The optimal rigid transformations are then com-
puted by solving

min
{qν ,tν }

Er et ({T(qν , tν )}) + λ1
∑
qν

q0 · q−1ν 2
2 + λ2

∑
tν

‖tν ‖22 (3)

with q0 being the identity quaternion. We minimize the above
equation using ceres [Agarwal et al. 2016], with λ1 = 1e-5, and
λ2 = 2.5e-5. This optimally aligns the feature spaces of source and
target subjects, allowing to use the source mapping on unseen target
input shapes after applying the transformations {Rν } to the skin
features. We show the eect of applying this calibration procedure
to one subject in Fig. 5, compared to no calibration where the source
mapping is used directly without transformations.
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Fig. 5. Calibration. The proposed calibration procedure rigidly aligns the
feature spaces of source and target subjects from a handful poses, leading
to substantially lower prediction errors when retargeting (green) compared
to uncalibrated retargeting (blue), in particular for wider openings of the
jaw.

6.2 Multi-Subject Mapping
The proposed retargetingmethod optimally aligns the feature spaces
of source and target individuals, and produces good results if the
overall facial anatomy is similar (Fig. 6 - red curve). However, if
the facial morphology of the two subject diers substantially, e.g.
one has a much higher BMI, then retargeting produces inferior
results (Fig. 6 - purple curve). Hence, we propose to not retarget the
mapping from a single subject but to combine the features of several
people and learn a multi-subject mapping. We start by selecting one
of the source subjects, further referred to as the primary, and follow
the approach presented in Section 5 to learn a mapping specic to
that subject. This mapping is then used to align the other subjects
with the primary following the calibration method described in 6.1,
but instead of solving for a rigid transformation per feature, we
solve for a single rigid transformation for all features globally. This
ensures that the skulls of the subjects are optimally aligned without

destroying their relative dierences, whichwould be the case if every
feature was aligned separately. Once all the subjects are aligned with
the primary, we solve for a single, combined, multi-subject mapping,
again following themethod described in Section 5 but this time using
training data from all (aligned) subjects. This new mapping, trained
on several actors, can then be used when retargeting to unseen
subjects using again the method described in Section 6.1. Figure 6
(blue curve) shows the eect of combining several source subjects
for retargeting and demonstrates that the multi-subject mapping
outperforms every single-subject mapping overall, indicating that
the regression succeeds at interpolating between subjects. The nal
result is a powerful jaw predictor trained from all available capture
subjects that can be retargeted to perform jaw tracking for any
unseen target subject.
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Fig. 6. Single- vs. Multi-Subject. Depending on the similarity of source
and target subjects, the quality of the retargeting might vary (S1-S4). Com-
bining all source subjects into a single mapping yields a powerful jaw pre-
dictor (S∪) that consistently outperforms all the individual mappings.

7 RESULTS
In this section we evaluate the proposed jaw tracking method, in-
cluding validating the simple case of training and testing on the
same subject (Section 7.1), validating retargeting a trained model
from a corpus of subjects to an unseen subject (Section 7.2), and
demonstrating additional examples of unseen subjects qualitatively
(Section 7.3).

Baseline Pose Prediction. Throughout the validation we will com-
pare to a baseline result, often used by artists in the entertainment
industry to obtain an initial estimate of the jaw pose automati-
cally, using the skin surface deformation as a naïve proxy for the
jaw transformation. Specically, as baseline we compute the rigid
transformation from the neutral pose to the input expression us-
ing Procrustes analysis [Gower 1975] on the skin feature vertices
V , and apply this transformation to the jaw bone. This baseline
algorithm will typically predict the general direction of jaw motion
correctly, but will fail to achieve high accuracy since it does not
capture the eects of skin sliding over the bone, as we will see in
the following evaluations.

7.1 Single Subject Validation
We start by validating the application of training on one subject, and
testing on new expressions of the same subject. Fig. 7 illustrates the
validation, where 3539 frames of various jaw motions from subject
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S2 were captured using ducial markers to obtain ground truth jaw
poses. Our predictor was trained on the rst 2000 frames, and then
tested on the remaining 1539 frames. The evaluation clearly shows
that our method (blue curve) greatly improves over the baseline
approach (green curve), and maintains a consistently low error
despite the variety of jaw poses.
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Fig. 7. Single Actor Validation. We evaluate our jaw tracking method
compared to the naïve baseline approach. A sequence of 3539 frames of
subject S2 were captured, ground truth jaw poses were computed for the
first 2000 frames and were used for training, and here we show the 1539 test
frames. Our error is consistently below 1mm, where the baseline method
can exceed 10mm.

7.2 Retargeting Validation
While the single subject validation is interesting, more practical is
our method to retarget a trained predictor from several subjects to a
new unseen subject. In order to validate such a retargeting, we take
the four main subjects for which we have signicant ground truth
data (S1 through S4), and perform a leave-one-out cross validation.
For example, we train a predictor on S1, S2, and S3, and then test on
subject S4, comparing again to the baseline approach. The results
of all combinations are shown in Table 1 (rst four columns). We
then created a single multi-subject predictor using all frames of S1
through S4, and tested it on an additional subject S5 (column ve).
As can be seen, in all cases our retargeting method quantitatively
outperforms the baseline by a wide margin.
We demonstrate the multi-subject retargeting visually in Fig. 8,

compared to the baseline as well as the single subject training

Table 1. This table show the average prediction error in mm of both the
proposed and the baseline method. For the proposed method, we trained
on three of the subjects to predict the fourth. As can be seen, our method
outperforms the baseline for every subject. Subject 1 has the highest pre-
diction error, which we discuss in Section 8. Subject S5 was never used for
training and is predicted using S1−4.

S1 S2 S3 S4 S5
Baseline 5.20 4.97 4.79 9.97 5.89
Ours 2.38 1.09 1.32 1.50 1.52

learned on ground truth of the same actor. For this gure, the target
subject is S4, corresponding to the fourth column of Table 1. The
single subject predictor was trained on 800 frames of jaw motion,
and then both the single and retargeted predictors were tested on a
sequence of 159 frames. Important to notice is that the retargeting
results (yellow curve) are very similar in accuracy and consistency
with respect to the single subject training (blue curve), indicating
that the retargeting method works very well, and our method is
highly applicable to subjects for which ground truth data is not avail-
able. Furthermore, both our single subject and retargeting results
greatly outperform the baseline (green curve).
We show another visualization of the retargeting validation in

Fig. 9, this time for subject S3 corresponding to column three of
Table 1. Again we see that our method (blue curve) is consistently
quite accurate and outperforms the baseline approach (green curve).

7.3 Additional Results
We end this section with a qualitative demonstration of several
frames showing dierent jaw t results for dierent subjects, recon-
structed under normal facial performance capture conditions (i.e.
no ducial markers glued to the teeth), as shown in Fig. 1. These
results are representative of the jaw tting performance one would
expect in a motion capture scenario in the eld of entertainment. We
refer the reader to the accompanying video for additional examples,
including larger variance in performance.

8 DISCUSSION
We propose a newmethod for markerless jaw tracking in the context
of facial performance capture, which uses only the deforming skin
surface as input, yet achieves highly accurate jaw pose results. Fur-
thermore, thanks to our convenient retargeting scheme, our method
can be applied to new unseen actors for which ground truth training
data is not available.

Limitations and FutureWork. Likemost learning-based approaches,
the quality of our results depends on the quality and moreover the
completeness of the training data, as seen in Fig. 10. We do not
expect our jaw prediction to extrapolate well for expressions that
are far outside the convex hull of the training set. In this case, one
could detect these input poses which are outside the training data,
project them onto the convex hull and evaluate the regression, then
compensate for this projection in the resulting bone prediction. We
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Fig. 8. Single Actor vs. Retarget Validation. We validate both single-
actor training and multi-subject retargeting on subject S4, also comparing
to the naïve baseline approach. A sequence of 959 frames were captured
and the single actor predictor was trained on the first 800 frames. Here
we show the remaining 159 test frames, together with a retargeting result
using S{1,2,3} as training. As illustrated, retargeting from other subjects is
almost as accurate as training on the specific subject, and both methods
are significant improvements over the baseline.

leave this experimentation for future work. In practice, we have
attempted to alleviate this limitation by building a large enough
training set so that the need to extrapolate is minimal.
In summary, we believe our work has the potential for great

impact on the entertainment industry, as current jaw tracking ap-
proaches in the elds of visual eects and computer games are
largely manual and time-consuming. Our automatic approach will
save signicant artist time.
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