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Figure 1: The results of our face-swapping method. All images are generated in megapixel resolution as frames in temporally coherent video
footage (best viewed in video; see supplementary material).

Abstract

In this paper, we propose an algorithm for fully automatic neural face swapping in images and videos. To the best of our
knowledge, this is the first method capable of rendering photo-realistic and temporally coherent results at megapixel resolution.
To this end, we introduce a progressively trained multi-way comb network and a light- and contrast-preserving blending method.
We also show that while progressive training enables generation of high-resolution images, extending the architecture and
training data beyond two people allows us to achieve higher fidelity in generated expressions. When compositing the generated
expression onto the target face, we show how to adapt the blending strategy to preserve contrast and low-frequency lighting.
Finally, we incorporate a refinement strategy into the face landmark stabilization algorithm to achieve temporal stability, which
is crucial for working with high-resolution videos. We conduct an extensive ablation study to show the influence of our design
choices on the quality of the swap and compare our work with popular state-of-the-art methods.

CCS Concepts
o Computing methodologies — Image manipulation; Unsupervised learning; Neural networks;

1. Introduction

The swapping of the appearance of a target actor and a source actor
while maintaining the target actor’s performance is a longstand-
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ing and challenging problem in visual effects. The problem typi-
cally arises in cases in which a character needs to be portrayed at
a younger age or when an actor is not available or is perhaps even
long deceased. Other applications include stunt scenes that would
be dangerous for an actor to perform but still require high-quality
face images.

In the film and TV industry, a variety of approaches for face
swapping have been explored over the years, and the ones in use
today are typically elaborate and labor-intensive computer-graphics
methods. They require great care on set as well as extensive frame-
by-frame animation and post-processing by digital-effects profes-
sionals. The methods have only very recently matured to the point
that filmmakers have become more willing to brave the “uncanny
valley” and show detailed views of virtual actors. Examples include
Paul Walker in Furious 7 and Peter Cushing and Carrie Fisher in
Rogue One.

While those results are impressive, they are expensive to pro-
duce and typically take many months of work to achieve mere sec-
onds of footage. In contrast to these computer-graphics approaches,
deep-learning methods for face swapping have attracted consider-
able attention in recent years. Those methods allow for an auto-
matic, data-driven processing pipeline. Many approaches exist, typ-
ically employing either autoencoders [LBK17; KSDT17], GANs
[DNWG17; NYM18b], or morphable models [DSJ*11; NMT*18].
However, several issues arise when these methods are used in high-
resolution video face swapping. 3D model-based methods are ca-
pable of producing high-resolution images, but they currently lack
temporal stability in the generated faces, resulting in unrealistic,
rapidly changing appearances. GANs and autoencoders often have
difficulty generating high-resolution images due to memory limita-
tions, instability of the training procedure, and the choice of data
samples.

In this work we present a method to generate high-resolution,
photo-realistic, and temporally stable face swaps. We achieve this
through the following core contributions:

1. We introduce a progressively trained, multi-way comb network
that embeds input faces in a shared latent space and decodes
them as any of the selected identities while maintaining the in-
put face expression. This allows for richer, more realistic results
than in the typical single-source, single-target setting.

2. We propose a full face-swapping pipeline including a contrast-
and light-preserving compositing step and a landmark stabi-
lization procedure that allows for generating temporally stable
video sequences.

3. Finally, we report a comprehensive ablation study demonstrat-
ing the influence of particular design choices and procedures on
swapping quality.

We demonstrate our method on challenging high-resolution
video data gathered in a variety of settings and lighting conditions.
We also compare our work with a number of state-of-the-art face-
swapping methods, showing that our method is a major step toward
photo-realistic face swapping that can successfully bridge the un-
canny valley. As our system is also capable of multi-way swaps—
allowing any pair of performances and appearances in our data to
be swapped—the possible benefits to visual effects are extensive,

all at a fraction of the time and expense required using more tradi-
tional methods.

2. Related work

A vast literature exists on the synthesis, editing, manipulation, and
transfer of facial imagery in pictures and video. To survey existing
work, we will use the following categories: encoder-decoder (au-
toencoder) methods, GAN-based image-to-image translation, and
geometry-based morphable models. We will briefly review existing
methods and also relate our work to recent reenactment and pup-
peteering methods.

2.1. Encoder-Decoder Methods

Liu et al. [LBK17] introduced a model with a strong influence on
the present work. Although their model structure is quite differ-
ent, featuring dual encoders and decoders based on the VAE-GAN
framework, a key idea from their work is the concept of a shared
latent space for encoded images, which is enforced via tied weights
in several of the layers of the encoders and decoders closest to the
encoded bottleneck.

Korshunova et al. [KSDT17] approach the problem of face swap-
ping from the perspective of style transfer, in which the identity of
a face is the style and the dynamic behavior is the content. They
use a multiscale texture network with both content and style losses
measured in a VGG-19 feature space.

Yan et al. [YHL*18] explore a Y-shaped, single-encoder, dual-
decoder architecture that can be seen as a limiting case of our
model structure. During training, they introduce warp distortions
to the input images while tasking the decoders with reconstructing
the undistorted images, akin to denoising autoencoders. Zhao et
al. [ZTD*18] show impressive face-swapping performance using
an encoder-decoder architecture with a multitask objective includ-
ing face alignment and segmentation goals. However, their model
requires extensive labeled training data and is, at its core, a su-
pervised method, while our work is self-supervised. Natsume et
al. [NYM18a] employ several encoder-decoder networks, each spe-
cializing in different features extracted from an input image (binary
mask, isolated face, and facial landmarks) and use a separate gen-
erator to combine the target face with a source image.

2.2. GAN-Based Methods

Generative adversarial networks (GANs) [GPM*14] have become
immensely popular for image synthesis and have recently en-
tered the megapixel-and-beyond domain, most notably due to a
progressive-training approach described by Karras et al. [KALL18;
KLAI18]. The general approach that has proved most successful
for face swapping is image-to-image translation using conditional
GANs [DNWGI17; 1ZZE17; WLZ*18]. This approach, however,
introduces a requirement for paired data, which can be difficult to
produce. Subsequent methods have been developed to relax or al-
together circumvent this paired-data requirement [ZPIE17].

In an application specific to faces, Natsume et al. [NYM18b]
compose the output of two separator networks—one for the face
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