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**Figure 1:** We propose a frame interpolation method for rendered content with two key features. First, a kernel based frame synthesis model which predicts the interpolated frame as a linear mapping of the input images. As a result, all the layers can be interpolated and a different composition can be created without any additional interpolation step. The second feature is an adaptive interpolation scheme where, for a given sequence of frames, decision on which image regions to render or interpolate is optimized: frame interpolation should be favored in image regions where it leads to good results, and rendering should be used in more challenging image patches. Images © 2023 Disney / Pixar

**ABSTRACT**

Recently, there has been exciting progress in frame interpolation for rendered content. In this offline rendering setting, additional inputs, such as albedo and depth, can be extracted from a scene at a very low cost and, when integrated in a suitable fashion, can significantly improve the quality of the interpolated frames. Although existing approaches have been able to show good results, most high-quality interpolation methods use a synthesis network for direct color prediction. In complex scenarios, this can result in unpredictable behavior and lead to color artifacts. To mitigate this and to increase robustness, we propose to estimate the interpolated frame by predicting spatially varying kernels that operate on image splats. Kernel prediction ensures a linear mapping from the input images to the output and enables new opportunities, such as consistent and efficient interpolation of alpha values or many other additional channels and render passes that might exist. Additionally, we present an adaptive strategy that allows predicting full or partial keyframes that should be rendered with color samples solely based on the auxiliary features of a shot. This content-based spatio-temporal adaptivity allows rendering significantly fewer color pixels as compared to a fixed-step scheme when wanting to maintain a certain quality. Overall, these contributions lead to a more robust method and significant further reductions of the rendering costs.
1 INTRODUCTION

With the ever increasing demand for high quality rendered content, there has been a constant effort to reduce the very high costs associated with Monte Carlo renderings. To achieve that, commonly used methods include image denoising [Bako et al. 2017] or adaptive sampling [Kuznetsov et al. 2018] but these approaches do not leverage the redundancies across multiple frames. A more recent approach for re-using information across multiple frames is based on video frame interpolation [Briedis et al. 2021; Zimmer et al. 2015] or extrapolation [Guo et al. 2021], where the renderer produces a temporally downsampled sequence from which the missing frames are reconstructed. In this rendered setting, additional auxiliary feature buffers contain information about the scene and its motion, and they can be obtained at a low cost. It has been shown that methods utilizing them can achieve much better reconstruction than the purely image-based methods.

Despite recent progress, a few key challenges remain and the objective of this work is to address them. The first open challenge concerns the interpolation method itself. In a production context, frame interpolation cannot be limited to the final color. Other feature channels (such as alpha channel, decomposed per light contributions, etc.) also need to be interpolated, and the result must remain consistent between all of them in order to be used in subsequent processing such as compositing. Most of the existing video frame interpolation approaches employ a direct or residual prediction neural network for the final frame synthesis (including [Briedis et al. 2021]) which must be retrained for every channel combination while still not providing any guarantee for aligned outputs. Additionally, direct prediction networks with their unconstrained output range can produce color artifacts. The second important challenge, concerns adaptive interpolation. It is clear that on average the interpolation quality degrades with the number of skipped frames. However depending on the motion and occlusion in the scene, different interpolation intervals can be considered for each image region: larger for almost static background regions and smaller for fast moving objects in the scene. As a consequence simply interpolating entire frames is not optimal and better strategies are needed: frame interpolation should be favored in image regions where it leads to good results, and rendering should be favored on the rest.

The first part of our solution consists of a kernel-based frame interpolation model. In other words, the synthesis network relies on kernels, sharing coefficients across all the channels, to obtain the final output from the forward-warped keyframes. It ensures that the interpolation result is a linear combination of the inputs. Since the same kernels can be applied to an arbitrary number of layers, the interpolated frame has the same decomposition as the keyframes. As illustrated in Figure 1, it can therefore be edited and recomposed to create a different look. The second part is an implicit error prediction model, to estimate how good the interpolation network would perform for each pixel (or tile) given auxiliary features and a keyframe interval. This model is then leveraged in a spatiotemporal adaptive strategy to choose which pixels or tiles to render in a video as keyframe data. It significantly improves the interpolation quality compared to using a fixed sequence of full keyframes while rendering the same number of pixels (Figure 1).

To summarize, our contributions are:

- A new kernel-based frame interpolation model, that can be applied to an arbitrary number of channels (e.g. alpha) without adapting the method, while increasing robustness to color artifacts;
- An attention inspired mechanism, adapted to frame interpolation, with the ability to dynamically adjust kernel size for filling larger holes in warped keyframes;
- An adaptive interpolation strategy that includes an implicit interpolation error prediction model, to achieve better results for a given render budget (number of pixels or tiles);
- State-of-the-art results in frame interpolation for rendered content.

2 RELATED WORK

Different paradigms have been proposed for solving the problem of video frame interpolation. Phase-based methods [Meyer et al. 2018, 2015] model motion as a phase shift in the frequency domain, others use a feedforward neural network to predict the output frame directly, handling the motion implicitly [Choi et al. 2020; Kalluri et al. 2021; Long et al. 2016]. Our method is more closely related to methods with kernel estimation or motion-based image warping.

Similar to the direct prediction methods, prior kernel-based methods rely on implicit motion estimation by predicting spatially varying kernels that are applied to the source image. Niklaus et al. [2017a] propose estimating a dense local kernel for each of the output pixels, making it prohibitively expensive to use large kernels, thus greatly limiting the maximum motion they can handle. The size limitations still remain despite the estimation of separable convolution kernels [Niklaus et al. 2017b] and other improvements in the model and training [Niklaus et al. 2021]. AdaCoF [Lee et al. 2020] estimates spatially adaptive offsets and weights for deformable convolutions, allowing to reduce the kernel size, but large displacements are not well handled. Shi et al. [2022] extend this idea by using multi-frame processing at multiple scales. Ding et al. [2021] compress the weights of AdaCoF and extend it with a synthesis network, thus losing the desired properties of a kernel-based approach.

Building on the recent improvements in optical flow estimation [Hur and Roth 2019; Sun et al. 2018; Teed and Deng 2020], flow-based frame interpolation methods have typically performed best, thanks for example to the joint training of the optical flow...
Frame interpolation in CG context benefits from auxiliary buffers that are cheap to obtain for the frame to interpolate. a) We detail the process for one keyframe \( I_0 \): we compute optical flow \( f_0 \) for splatting the context features \( \Phi_0, \Phi_1 \) extracted by neural networks. b) Splatted features are used to estimate kernels for the final frame synthesis. See text (Section 4) for details c) Features extracted from auxiliary buffers are used to estimate implicit error maps, interpolation intervals, and regions to render. See text (Section 5) for details. Finally, the partial render is blended with the interpolated output for the final image. Images © 2023 Disney / Pixar

Our method aims to achieve the benefits of kernel-predicting approaches, while being able to support large motion that is typically only possible with flow-based methods. It is achieved by jointly combining and filtering out the artifacts in image splats. As such it is akin to guided image filtering tasks [Chen et al. 2016; Eisemann and Durand 2004; He et al. 2013; Kalantari et al. 2015; Li et al. 2012; Petschnigg et al. 2004; Tomasi and Manduchi 1998]. More recently, Işık et al. [2021] propose to use the cross-bilateral filter for Monte Carlo (MC) denoising with a predicted guidance map and a special care of the center pixel to allow suppression of bright outliers. Our dynamic weight prediction follows a similar idea, but estimates asymmetric guidance maps to perform frame merging and filtering of severe splatting artifacts in a joint step.

The most related works to our adaptive interpolation method are the estimation of error maps for error-aware frame interpolation ensembles [Chi et al. 2022], and the MC denoising for sampling distribution [Vogels et al. 2018]. Unlike the previous approaches, we estimate the error from just auxiliary feature buffers in an implicit formulation, and propose an algorithm for processing such maps to select regions to render for the beauty passes.

### 3 METHOD OVERVIEW

Given two consecutive frames \( I_0 \) and \( I_1 \), the objective of a frame interpolation method is to synthesize any intermediate frame \( I_t \) (with \( t \in [0, 1] \)). Contrary to live action videos, where only color information from the keyframes is available, frame interpolation in the rendered context can benefit from additional data \( A_t \) that is computationally cheap and easy to obtain (i.e. less compute than rendering the actual intermediate frame). As illustrated in Figure 2, we overall follow the same strategy used by existing frame interpolation works and in particular [Briedis et al. 2021]; for each keyframe \( I_k \) we compute optical flow \( f_k \) from \( I_k \) to \( I_{k+1} \) and a weight map for splatting the context features \( \Phi_k, \Phi_k' \) extracted by neural networks, before applying a compositing model.

For optical flow we use the approach proposed by [Briedis et al. 2021] that achieves non-linear motion estimation thanks to the
middle frame auxiliary buffers, and we refer to that work for more details. With the estimated motion, we obtain image splats $S(I_k)$ from input image $I_k$ and flow field $f_k$ by using a numerically stable variant of softmax splatting with bilinear kernels similar to [Niklaus et al. 2023]. Details of the splatting are provided in the supplementary document.

Our first proposal is to use a kernel-predicting synthesis network to obtain the final output from the forward-warped inputs. This stems from the observation that splatting is a linear combination of the inputs, however existing direct synthesis models break this property. Our proposed solution ensures that the interpolation result is a linear combination of the inputs, through kernels sharing coefficients across all the channels.

This has several practical benefits over the existing approaches:

- a set of kernels can be estimated once and applied to an unlimited number of additional feature channels, e.g. alpha channel, with consistent results, and without a need to retrain the method for each of these channels;
- interpolation can be applied before or after image composition while maintaining the same outputs;
- as the output is limited to the convex hull of the input colors, the resulting images are well constrained and avoid color artifacts.

In the second part, we propose an adaptive interpolation strategy based on implicit error map estimation. We use a neural network to estimate how good the interpolation network would perform from just the auxiliary feature buffers at a given interval, compute the minimum interval to a rendered frame, and process the whole sequence to produce rendering masks.

As the region selection does not rely on the final images $I_k$, the region selection and interpolation can be applied with just two rendering steps, where in the first pass only auxiliary buffers are rendered and in the second pass partial images are rendered based on the predicted rendering masks.

In the final processing step, interpolation outputs are blended with the partial renders.

4 KERNEL-BASED FRAME SYNTHESIS

We employ a GridNet [Fourure et al. 2017] that takes as input the motion compensated feature pyramids as in [Briedis et al. 2021], but instead of predicting the final 3-dimensional RGB colors, it outputs a 18-dimensional representation (see Figure 2b). In our design, it serves as query data in an attention-inspired mechanism [Vaswani et al. 2017]. As a result this predicted representation is expected to act as a reference to the missing frame and help with the kernel estimation.

Kernel Weight Prediction. We use an attention-inspired mechanism to predict per-pixel keys, queries, and scaling coefficients. These are used for a size-independent kernel estimation. The output of GridNet is decomposed into queries $q \in \mathbb{R}^{H \times W \times D}$, where $D = 16$ is the per-pixel vector size, and $a^i \in \mathbb{R}^{H \times W \times 1}$ the scaling for each key-frame $i \in \{0, 1\}$. Keys $k^i \in \mathbb{R}^{H \times W \times D}$ and biases $b^i$ are estimated from the splatted feature pyramids $\Phi^i$ and $\Phi^d$ for each keyframe separately with two $1 \times 1$ convolution layers.

With the estimated coefficients and feature maps, we compute the weighting score $w$. For each output pixel $y$, we estimate the relevance weight $w_{yx}$ to any other pixel $x$ in warp $i$ with

$$w_{yx}^i = -(a^i y)^2 ||q_y - k^i x||^2 + b^i,$$  \hspace{1cm} (1)

where we square the predicted scaling factor to constrain the weighting to be inversely proportional to the feature distance. The bias term $b^i$ is motivated to allow down-weighting contributions from pixels in splats that can be viewed as outliers.

Kernel Application. Having the weighting metric, we can build a local kernel by limiting the distance between $y$ and $x$ to the neighborhood $N$ around the center $y$ (e.g. maximum of 5 pixel displacement for kernels of size $11 \times 11$). The output $I_{\gamma}$ is synthesized as

$$I_{\gamma}[y] = \sum_{i=0}^{N} \sum_{x \in N(y)} M^i_x \exp(w_{yx}^i S(I_k)[x]) / \sum_{i=0}^{N} \sum_{x \in N(y)} M^i_x \exp(w_{yx}^i) + \varepsilon,$$  \hspace{1cm} (2)

where $N = 2$ is the number of input frames and $M^i \in \{0, 1\}^{H \times W}$ a binary map that indicates holes in the warped frames. One major advantage of our approach is that $N$ can be dynamically adjusted during inference to increase the perceptual window with bigger or dilated kernels, which is important to inpaint larger holes that would be challenging for directly predicted kernels with static size.

Dynamic-Offset Kernel Application. In practice, we only want to estimate kernels with large offsets in regions with holes in the splats. To this end, we propose using a dynamic per-pixel kernel size estimation and application. The offset $\gamma'$ is defined as the minimum offset size that at least $\Gamma$ contributing pixels are present:

$$\gamma' = \arg \min_{\gamma'} \Gamma \leq \sum_{x \notin N(y, \gamma')} M^i_x,$$  \hspace{1cm} (3)

which can be used to define the pixel neighborhood

$$N^i(y') = \{x \in \eta(y, y') | M^i_x = 1\},$$  \hspace{1cm} (4a)

$$\eta(y', y'') = \{x | \|y'' - x\|_\infty \leq y\}'$$  \hspace{1cm} (4b)

During training we use a constant offset $\gamma = 5$, but during inference the offset is dynamically adapted to ensure $\Gamma = 11^2$ contributing pixels.

Kernel Implementation. A naive implementation would compute Equation 2 and its partial derivatives w.r.t. inputs in a single kernel call. Instead, we propose to balance performance and operator flexibility/implementational complexity by disentangling per-frame weighted sum computations and relying on auto-differentiation. To achieve that, we re-write Equation 2, taking the factor $r_i(y)$ outside of the inner sums as:

$$I_{\gamma}[y] = \frac{\sum_{i=0}^{N} \sum_{x \in N^i(y)} \hat{w}_{yx}^i S(I_k)[x] r_i(y)}{\sum_{i=0}^{N} \sum_{x \in N^i(m, n)} \hat{w}_{yx}^i r_i(y)}$$  \hspace{1cm} (5a)

$$\hat{w}_{yx}^i = \exp(w_{yx} - m_i(y))$$  \hspace{1cm} (5b)

$$r_i(y) = \exp(m_i(y)) - \max_{i \in 1..N} m_i(y)$$  \hspace{1cm} (5c)

$$m_i(y) = \max_{x \in N^i(y)} w_{yx}^i$$  \hspace{1cm} (5d)
This allows us to compute and output three simpler quantities for each of the frames:

\[ \sum_{x \in \mathcal{N}(y)} \hat{w}^j_{yx} S(I_t)[x] \]

\[ \sum_{x \in \mathcal{N}(y)} \hat{w}^j_{yx} \]

\[ m_y(y) \]

which are all numerically stable due to the subtraction of the largest weight exponentiation, and can be recombined by applying Eq. 5 on dense tensors to obtain the original values.

## 5 ADAPTIVE INTERPOLATION

A naive approach to frame interpolation, where entire frames are skipped in favor of interpolation, already leads to a reduction in rendering time. On average the interpolation quality degrades with the number of skipped frames. However the error is often concentrated on relatively small and fast-moving objects, and a nearly static or slowly drifting background is correctly interpolated. Based on that observation, we propose a spatio-temporally adaptive interpolation: the gap between the keyframes is chosen dynamically per pixel or tile. In other words, a choice to render or not render is made per pixel or tile in the sequence, instead of full frames. This significantly improves the interpolation quality while rendering the same number of pixels.

We propose an approach with just two renderer invocations. In the first pass only the auxiliary feature buffers for each frame of the sequence are generated, as these are required at every frame and pixel. From the data of this first pass, we estimate a maximum keyframe gap for each of the tiles, i.e. interpolation interval, and generate rendering masks. In the second rendering pass we use the masks to render the necessary regions, then use frame interpolation for the remainder.

An overview of the method during inference is shown in Figure 2c.

### 5.1 Implicit Error Prediction

To choose an optimal interpolation interval, we first predict how good the interpolation network would perform from just the auxiliary feature buffers \(A_t\) as inputs (albedo, normals, depth, and velocity). For this task, we regress an implicit error map \(\delta^m_t\) \(\in (0, 1)\) at \(\frac{1}{16}\) of the original resolution. Training is done by minimizing the following loss:

\[ L_{\text{Error}} = \mathcal{L}_{\text{Image}}(\hat{I}_t \cdot (1 - \delta^m_t) + I_t \cdot \delta^m_t, I_t) + \lambda \cdot ||\delta^m_t||_2^2 \]  

(6a)

\[ \delta^m_t = \delta_t(A_0, A_t, A_1) \]  

(6b)

where \(\hat{I}_t\) is the interpolation result, \(I_t\) the ground truth frame at time \(t\), and \(\mathcal{L}_{\text{Image}}\) is the chosen image loss. It is important to note again that the error prediction model \(\delta_t\) only takes the auxiliary features as input.

The model \(\delta_t\) shares many elements with the main method. Context features are extracted with and splatted, using the same optical flow model and warping technique. When computing the optical flow for the error network, we pass zeros for the color channels as they are not available. We show in section 6.4 that this produces a good approximation of the final motion. From the warped context features and the magnitude of velocity vectors

\[ |v_t|^2, \text{a VGG-style} \ [\text{Simonyan and Zisserman 2015}] \text{network with a sigmoid activation as a last layer is used to predict the error map.} \]

The prediction is an *implicit* error map, because contrary to some other works [Vogels et al. 2018], we do not perform direct error regression (Equation. 6). A key advantage here is that error metrics typically depend on the values of the color, which are not available for the error-prediction network, thus are hard to match. Additionally, it can be trained with the same image losses as the interpolation network, even when they do not provide per-pixel errors.

### 5.2 Interval Estimation and Mask Generation

We define the interpolation interval for each frame as the largest keyframe interval that allows interpolating the frame, while the error remains below a given threshold \(p \in (0, 1)\). More formally, the interval at a pixel/region \(x\) is defined as:

\[ \text{interval}_t[x] = \arg\max_{k \in \mathbb{Z} \land 0 \leq k \leq K} \delta^k_t[x] < p \]  

(7a)

with \(\delta^k_t = \delta_t(A_{t-k}, A_t, A_{t+k})\) for \(k > 0\)  

(7b)

with \(k = 0\) indicating no interpolation (i.e. always rendering) and hence \(\delta^0_t = 0\). \(K = 25\) is a chosen maximum one-sided interval. If one of the input frames does not exist (e.g. sequence beginning and end), we set \(\delta^k_t = 1\).

In terms of control, the threshold \(p\) can be used as a knob by the artist to balance between interpolation quality and speed.

*Region Selection.* To generate masks, we start by marking the first and the last frame to be rendered and use them as the keyframes.
We then select the middle frame. For this middle frame, any pixel \(x\) that has an interpolation interval \(\text{interval}_{x}\) smaller than the distance to the keyframe is selected for rendering (see Figure 3 for an illustration).

We then convert pixel-wise masks to tiles by expanding their boundaries with a Gaussian blur, and select every \(64 \times 64\) tile with at least one marked pixel. After this, the middle frame is considered ready, and we process the resulting two sub-sequences in the same manner. A more formal description of the region selection is provided in Algorithm 1.

**Algorithm 1: Rendering region selection**

```python
to_render ← \{first_frame : full(), last_frame : full()\}
qu ← Queue((first_frame, last_frame))
while q not empty do
    lb, ub ← q.pop()
    mid ← round((lb + ub)/2)
    if lb + 1 < mid then q.push(((lb, mid))
    if ub - 1 > mid then q.push((mid, ub))
    if keyframe_distance ≤ max(mid - lb, ub - mid)
        render_mask ← \text{gaussian_blur}(\text{render_mask}, \sigma = 1.0) ≥ 0.05
    render_mask ← tiles_with_any_pixel(render_mask)
    if mean(render_mask) ≥ 95% then
        render_mask[full()]
    end
    to_render[mid] = render_mask
end
return to_render
```

After having rendered the requested regions, we repeat the same order, interpolating non-rendered regions from \(I_{lb}, I_{ub}\).

### 6 EXPERIMENTAL RESULTS

**Implementation details.** Our implementation follows [Briedis et al. 2021] where we replace the original splatting with our stable implementation, replace the shifted ELU [Clevert et al. 2016] weighting with softmax splatting [Niklaus and Liu 2020], and use our kernel-based frame synthesis approach. More details are provided in the supplementary document.

**Handling linear RGB inputs.** Preprocessing is necessary to handle linear RGB inputs that do not have a limited range. To support existing optical flow training procedures, usually in sRGB colorspace, we extend the linear → sRGB transform by applying a log transform for values > 1 (more details are in the supplementary). We use this transform for all inputs of the estimation networks, but, to maintain linearity, perform warping and apply the kernels in linear RGB. We observe that, by using this transform, flow networks handle HDR data well even if trained only with data in the range of \([0, 1]\).

**Training.** For the training schedule and data we follow [Briedis et al. 2021] and first train the networks with an L1 loss and then add the perceptual loss [Niklaus and Liu 2018] for the second stage with flow tuning. We compute the losses after applying the extended sRGB color transform to be able to use a pretrained VGG16 [Simonyan and Zisserman 2015] network.

**Evaluation.** We evaluate our method on 75 sequential frame triplets from movies that are not part of the training dataset. 25 of them are manually selected as challenging sequences, and the remaining 50 are randomly sampled. We reject trivial samples where the PSNR of overlaid inputs is larger than 40dB, or both [Bao et al. 2019] and [Briedis et al. 2021] achieve PSNR above 42dB, which we consider an almost perfect reconstruction. We report the average PSNR, SSIM, LPIPS¹ [Zhang et al. 2018], SMAPE [Vogels et al. 2018], and the median VMAF² value over the full dataset.

**Runtime.** It takes 0.76 ± 0.01s to interpolate a single 1920 × 804px frame on an NVIDIA RTX A6000 GPU. To interpolate 10 additional 3-channel layers along the main color, it takes 1.15 ± 0.01s. In the same setting, the baseline direct prediction scales linearly and takes 0.52 ± 0.01s and 5.39 ± 0.03s respectively.

### 6.1 Ablation Study

In our ablation study (Table 1) we first evaluate the importance of the different terms present in our kernel weight estimation model, namely: the scale \(a_{y}^{x}\), the bias \(b_{r}^{x}\) and the dot product compared to the L2 distance. Additionally, we compare against other synthesis approaches: direct color prediction (Direct Prediction), kernel prediction based on neural affinities (Affinity-based) as our adaptation of [Işık et al. 2021], direct Kernel prediction (KP), and a direct multiscale KP network. Our proposed kernel based synthesis performs better than all the alternatives on all error measures. An outlier in the results is the Affinity-based approach, which suggests that symmetric feature maps are necessary for the task of frame interpolation. We provide implementation details of these methods in the supplementary material.

| Table 1: Ablative experiments of the proposed components. The first part evaluates choices made in our weight computation approach. The second part compares our method with alternative kernel-prediction (KP) variants and direct output synthesis (our baseline). |
|---|---|---|---|---|---|
| | PSNR | SSIM | LPIPS | SMAPE | VMAF |
| | ↑ | ↑ | ↓ | ↓ | ↑ |
| w/o \(a_{y}^{x}\) (diverged) | n/a | n/a | n/a | n/a | n/a |
| w/o \(b_{r}^{x}\) | 35.48 | 0.952 | 0.0534 | 3.193 | 89.36 |
| w/ dot product | 34.97 | 0.950 | 0.0583 | 3.389 | 89.18 |
| Ours full | 35.73 | 0.953 | 0.0537 | 3.171 | 89.56 |
| Dynamic KP
| | | | | |
| Direct Prediction | 35.65 | 0.952 | 0.0560 | 3.317 | 88.51 |
| Affinity-Based KP | 32.73 | 0.936 | 0.0902 | 4.045 | 79.05 |
| Direct KP | 34.96 | 0.949 | 0.0594 | 3.287 | 86.83 |
| Direct Multi-Scale KP | 35.44 | 0.950 | 0.0572 | 3.213 | 86.72 |
| Ours full | 35.73 | 0.953 | 0.0537 | 3.171 | 89.56 |

### 6.2 Comparison with Prior Methods

Comparisons against prior works are presented in Table 2. In this case adaptive interpolation is not used, and we just compare the core interpolation method on full frames. As our model takes advantage

¹v0.1.2, 'alex' network
²https://github.com/Netflix/vmaf, v2.2.0
of the additional information available for rendered content, it largely outperforms even most recent image-based video frame interpolation works [Lu et al. 2022; Reda et al. 2022].

Although our main objective was to increase the possibilities for frame interpolation through a kernel-based synthesis, our model also slightly outperforms the previous state-of-the-art interpolation method for rendered content from Briedis et al. [2021] (NFIRC). By relying on kernel application for image synthesis, our method is more robust and by construction cannot produce color artifacts that can sometimes be observed in the direct prediction outputs, as shown in Figure 6. Additional visual comparisons including color-only methods are shown in Figures 7-8.

### 6.3 Additional Channel Interpolation

The key motivation for our kernel-based interpolation is to allow the interpolation of any number of layers in a video sequence. This is already illustrated in Figure 1 for the decomposed per light contribution. In Figure 9 we show another possible application by interpolating the alpha channel. To obtain our results we apply the network for a second time on the alpha channel (repeated across channel dimension, using the average of the outputs). To evaluate the consistency of both outputs, we perform alpha unpremultiplcation, i.e. compute $\text{color} = \text{color}/(\alpha + 10^{-4})$, often done for color grading purposes. NFIRC shows significant artifacts due to inconsistent interpolation, while our method behaves similarly to the reference. In addition to the improved results, the possibility to apply the same estimated kernels also induces run-time savings, contrary to NFIRC [Briedis et al. 2021] that needs to be run for every selected layer.

### 6.4 Adaptive Interpolation

**Training Details.** To better handle velocity vectors instead of motion correspondences as produced by Pixar RenderMan, we double the training dataset size by adding shots from two additional frames with the total of 965 frames and report the average PSNR results in Figure 4. To avoid undefined PSNR values for rendered full keyframes, we perform full-shot measurements, e.g. for obtaining PSNR we first compute the mean squared error over the whole sequence. For the same (or lower) number of rendered pixels, the adaptive strategy significantly improves the quality of the results.

In Figure 11 we show the worse-case frame of both strategies comparisons. We compare our adaptive interpolation with the baseline of equally-spaced full keyframes by skipping 2 to 6 frames. The adaptive method is run with the threshold value $p$ that requires rendering fewer pixels. In our experiments, we use a 7-step binary search to find this threshold value. We evaluate the method on 7 shots with the total of 965 frames and report the average PSNR and SSIM for obtaining PSNR we first compute the mean squared error over the whole sequence. For the same (or lower) number of rendered pixels, the adaptive strategy significantly improves the quality of the results.

In Figure 11 we show the worse-case frame of both strategies for one of the sequences.

#### Runtime Breakdown.

To evaluate the latency added by an additional auxiliary buffer rendering pass, we extend Blender’s Cycles physically-based renderer to record per-tile rendering time and an option to render only feature buffers. We then use this to approximate the total latency of rendering on a 32-core CPU and NVIDIA RTX A6000 GPU. It takes, on average, $0.30 \pm 0.01$ s to estimate the implicit error map, per single frame and interval, with $1920 \times 804$ frames, while the final mask selection is negligible.

---

**Table 2:** Quantitative comparisons with prior methods. In the first block we report metrics for color-only methods. The second block contains methods designed for rendered content.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LPIPS</th>
<th>SMAPE</th>
<th>VMAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAIN [Bao et al. 2019]</td>
<td>27.81</td>
<td>0.882</td>
<td>0.1143</td>
<td>6.695</td>
<td>54.75</td>
</tr>
<tr>
<td>AdaCoF [Lee et al. 2020]</td>
<td>27.14</td>
<td>0.867</td>
<td>0.1427</td>
<td>7.604</td>
<td>41.44</td>
</tr>
<tr>
<td>BMBC [Park et al. 2020]</td>
<td>26.66</td>
<td>0.867</td>
<td>0.1454</td>
<td>7.736</td>
<td>45.88</td>
</tr>
<tr>
<td>CAIN [Choi et al. 2020]</td>
<td>27.24</td>
<td>0.868</td>
<td>0.1762</td>
<td>7.738</td>
<td>44.37</td>
</tr>
<tr>
<td>XVFI [Sim et al. 2021]</td>
<td>27.67</td>
<td>0.871</td>
<td>0.1349</td>
<td>7.061</td>
<td>48.94</td>
</tr>
<tr>
<td>CVS (Vimeo)</td>
<td>26.88</td>
<td>0.868</td>
<td>0.1510</td>
<td>7.694</td>
<td>44.42</td>
</tr>
<tr>
<td>ABME [Park et al. 2021]</td>
<td>28.12</td>
<td>0.889</td>
<td>0.1426</td>
<td>6.912</td>
<td>48.82</td>
</tr>
<tr>
<td>VFFormer [La et al. 2022]</td>
<td>27.99</td>
<td>0.886</td>
<td>0.1405</td>
<td>7.019</td>
<td>50.40</td>
</tr>
<tr>
<td>RIFE [Huang et al. 2022]</td>
<td>27.54</td>
<td>0.877</td>
<td>0.1137</td>
<td>6.994</td>
<td>51.65</td>
</tr>
<tr>
<td>FILM [Reda et al. 2022]</td>
<td>28.66</td>
<td>0.883</td>
<td>0.1006</td>
<td>6.557</td>
<td>60.16</td>
</tr>
<tr>
<td>NFIRC [Briedis et al. 2021]</td>
<td>35.62</td>
<td>0.952</td>
<td>0.0547</td>
<td>3.492</td>
<td>88.94</td>
</tr>
<tr>
<td>Ours</td>
<td>35.73</td>
<td>0.953</td>
<td>0.0537</td>
<td>3.171</td>
<td>89.56</td>
</tr>
</tbody>
</table>

**Table 3:** Frame interpolation evaluation with modified flow network (FN) inputs.

<table>
<thead>
<tr>
<th>FN Color inputs</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB color</td>
<td>33.73</td>
<td>0.933</td>
<td>0.0537</td>
</tr>
<tr>
<td>Zeros</td>
<td>35.69</td>
<td>0.953</td>
<td>0.0541</td>
</tr>
<tr>
<td>Random Noise</td>
<td>35.65</td>
<td>0.953</td>
<td>0.0541</td>
</tr>
</tbody>
</table>

**Figure 4:** Frame interpolation with spatio-temporally adaptive vs. fixed intervals. Averaged over 7 shots from animation movies.
taking only 0.62s to process a whole 96-frame sequence. Figure 5 shows that, similarly to the proportion of rendered pixel, adopting an adaptive strategy is also well justified in terms of runtime. The overhead of rendering tiles from different frames is negligible. More details on the experimental setup and results are available in the supplementary material.

7 CONCLUSION

Our method is able to achieve production quality frame interpolation results by increasing robustness through an attention-inspired kernel prediction approach. It also significantly improves efficiency through introducing spatio-temporal adaptivity. As such we are able to take a step further into the wider adoption of frame interpolation as a standard tool for enabling cost savings in high quality rendering. There are still remaining challenges, in particular with interpolations that would require detail hallucination (see Figure 11), and promising avenues for future work. For example there is interesting potential for scenes with complex elements such as fluids, reflections and shadows by interpolating the different components separately. Regarding adaptive interpolation, focusing on capturing lighting changes and using all partial inputs could further increase efficiency. Another interesting area for further explorations is on how to optimally combine adaptive interpolation with the state-of-the-art temporal MC denoising methods.
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Table 1: Quantitative comparison with the NFIRC [Briedis et al. 2021] method. It can be observed that our method is much more robust to color artifacts than the prior direct prediction method. © 2023 Disney

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>36.13 dB</td>
<td>0.970</td>
<td>0.1427</td>
</tr>
<tr>
<td>Reference</td>
<td>43.97 dB</td>
<td>0.988</td>
<td>0.0470</td>
</tr>
</tbody>
</table>

Figure 6: Qualitative comparison with the NFIRC [Briedis et al. 2021] method. It can be observed that our method is much more robust to color artifacts than the prior direct prediction method. © 2023 Disney

Table 2: Visual comparison with both color-only and renderings frame interpolation methods. © 2023 Disney

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
<th>LPIPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>21.55 dB</td>
<td>0.909</td>
<td>0.0845</td>
</tr>
<tr>
<td>DAIN</td>
<td>21.95 dB</td>
<td>0.920</td>
<td>0.0779</td>
</tr>
<tr>
<td>VFIformer</td>
<td>21.51 dB</td>
<td>0.908</td>
<td>0.0720</td>
</tr>
<tr>
<td>FILM</td>
<td>36.07 dB</td>
<td>0.984</td>
<td>0.0159</td>
</tr>
<tr>
<td>NFIRC</td>
<td>36.12 dB</td>
<td>0.983</td>
<td>0.0177</td>
</tr>
<tr>
<td>Reference</td>
<td>24.19 dB</td>
<td>0.904</td>
<td>0.1715</td>
</tr>
</tbody>
</table>

Figure 7: Visual comparison with both color-only and renderings frame interpolation methods. © 2023 Disney
Figure 8: Visual comparison with both color-only and renderings frame interpolation methods. © 2023 Disney / Pixar

Figure 9: Results of the alpha channel interpolation, visualized by performing alpha unpremultiplication with the interpolated color and alpha. See the text (Section 6.3) for more details. © 2023 Disney / Pixar

Figure 10: A difficult interpolation example where the mouth opens and closes between the keyframes, thus some of the regions are not present in any of the inputs. Direct prediction attempts to generate some details, but produces slight artifacts. Our kernel-based method inpaints it from neighboring regions. © 2023 Disney

Figure 11: Visual comparison of frames with the lowest PSNR of the sequence, generated by fixed (left) and adaptive (right) interval interpolation, both using the rendering budget of 20%. The plot (middle) shows PSNR of every frame after applying a 3-element minimum filter. © 2023 Disney / Pixar