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ABSTRACT
Equipping chatbots with personality has the potential of transform-
ing user interactions from mere transactions to engaging conver-
sations, enhancing user satisfaction and experience. In this work,
we introduce dynamic personality infusion, a novel intermediate
stage between the chatbot and the user that adjusts the chatbot’s
response using a dedicated chatbot personality model and GPT-4
without altering the chatbot’s semantic capabilities. To test the
effectiveness of our method, we first collected human-chatbot con-
versations from 33 participants while they interacted with three
LLM-based chatbots (GPT-3.5, Llama-2 13B, and Mistral 7B). Then,
we conducted an online rating survey with 725 participants on the
collected conversations. We analyze the impact of the personal-
ity infusion on the perceived trustworthiness of the chatbots and
the suitability of different personality profiles for real-world chat-
bot use cases. Our work paves the way for dynamic, personalized
chatbots, enhancing user trust and real-world applicability.
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1 INTRODUCTION
In the rapidly evolving domain of conversational AI, creating chat-
bots that exhibit human-like interaction capabilities has gained sig-
nificant attention. Thereby, the integration of personality into chat-
bots, known as personality engineering [39], represents a vital step in
enhancing the user experience by making interactions more engag-
ing and relatable [11, 40], catering to a diverse range of user expec-
tations and preferences [26, 43]. To equip chatbots with personality,
other works have focused on fine-tuning the underlying language
models to reflect certain behavioral traits [1, 32, 50], or incorporat-
ing linguistic descriptions of such traits into the prompt [18, 19, 36].
However, these methods often require extensive resources and can
limit the chatbot’s adaptability and scalability [52], especially when
attempting to accommodate a wide variety of personality profiles
and user preferences due to the challenging complexity of effec-
tive prompt engineering [29] and the model’s linguistic sensitivity
to wordings [6, 47]. Recent advancements in generative models
for natural language processing, such as GPT-4, have opened new
avenues for addressing these challenges [49]. The flexibility and lin-
guistic prowess of GPT-4 makes it an ideal candidate for generating
diverse, nuanced responses in a chatbot context. Nonetheless, the
direct incorporation of personality traits into such models remains
a complex task, often necessitating a compromise between per-
sonality accuracy and the preservation of the chatbot’s functional
capabilities.

To bridge this gap, our work decouples the personality engineer-
ing process from the chatbot’s response generation by introducing a
novel intermediate post-processing step for controllable personality
engineering using GPT-4, which we refer to as dynamic personality
infusion. Based on a systematic description of the personality model
consisting of five traits (vibrancy, conscientiousness, civility, arti-
ficiality, and neuroticism), a vector of personality trait intensities,
and the current conversational history, we rewrite the chatbot’s
responses using GPT-4, aligning each response with a target person-
ality profile. Our method offers several advantages. First, it allows
for the use of existing large language models (LLMs) off-the-shelf,
eliminating the need for comprehensive retraining or modifications,
which not only simplifies the implementation process but also en-
hances the flexibility of the chatbot, as the target personality can
be easily adjusted in real time independent of the underlying LLM.
Furthermore, it enables controllable personality conveyance for
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Figure 1: Method Overview. (1) We present a novel personality infusion stage that dynamically adapts a chatbot’s responses
to a target personality profile using LLMs. (2) We tested the effectiveness of our method in an interaction experiment with
33 participants, 3 LLMs (Llama-2 13B, GPT-3.5, Mistral 7B), and GPT-4 for rewriting the chatbot responses, collecting 74
conversations in total. (3) We let 725 new participants rate the personality, suitability, and trustworthiness of the chatbot
responses based on 5 collected conversations.

chatbots that otherwise lack this ability because of the underlying
model’s limitations or task-related restrictions.

To test the effectiveness of our method, we conducted an experi-
mentwith 33 participants interactingwith three different personality-
infused LLMs (Llama-2 13B, GPT-3.5, and Mistral-7B). The chatbot
persona and the conversational topic were varied randomly to ex-
plore the depth of personality integration. Subsequently, an online
survey with 725 participants was conducted to gauge the accu-
racy of the personality ratings and the perceived trustworthiness,
suitability, and personality preferences for real-world target appli-
cations in education, health care, and entertainment, revealing new
and valuable insights for user- and application-centered chatbot
personality modeling.

Our research contributes to the field of conversational AI by pre-
senting a scalable and adaptable method for personality engineering
in chatbots. Through the strategic use of prompt engineering and
a dedicated personality model, we demonstrate the feasibility of
enriching chatbot interactions with dynamic, contextually appropri-
ate personality traits, thereby paving the way for more personalized
and engaging conversational experiences.

1.1 Contributions
Our contributions are threefold:

• We present a novel approach for dynamic and controllable
personality infusion using GPT-4, separating the personality
control mechanism from the underlying chatbot.

• We demonstrate the feasibility and efficacy of our approach
on various contemporary LLMs, chatbot personae, and con-
versational topics.

• We provide an in-depth analysis of the relationship between
different personality dimensions and their influence on the
perceived trustworthiness and suitability for real-world ap-
plications.

2 RELATEDWORK
2.1 Personality Trait Theory
Human thought processes, behaviors, and reactions vary system-
atically when faced with different environments [2]. The theory
of personality traits offers an explanation for these variations by

conceptualizing personality as comprising several underlying traits
that significantly impact these behaviors [2, 16, 17]. While person-
ality traits represent general tendencies rather than fixed patterns
of behavior, numerous studies have established correlations be-
tween individual personality traits and preferences in entertain-
ment [5, 12, 33, 37], as well as attitudes and trust towards AI tech-
nologies [4].

2.2 Personality in Conversational Agents
Artificial personality describes the perception of human personality
in non-human entities [39]. Since humans are naturally inclined to
anthropomorphize non-humans [13], artificial personality is innate
to virtual systems such as conversational agents, encompassing a
wide variety of human personality aspects, including personality
traits. Given that interactions with conversational agents should
be seamless, intuitive, and closely resemble human dialogue [3],
artificial personality plays a crucial role as numerous relationships
between the perceived agent personality and user preferences have
been identified. For example, Sviknushina and Pu [43] found a pos-
itive relationship between user acceptance and the politeness of an
agent. Kocielnik et al. [23] found an aversion towards judgmental
agents when discussing the user’s physical activity. Personality can
also be useful in fostering emotional awareness [14]. Since a consis-
tent personality conveyance can enhance the user experience [44],
many widely used conversational agents (e.g., Siri and Alexa) imbue
a predefined personality based on their specific use cases [27], an
approach that has been criticized for fostering negative stereotyp-
ing [35]. Instead, the wide variety of preferences towards agent
characteristics [20] has fueled the design of more personalized
conversational agents [51], which was shown to have a positive
impact on the user’s engagement [40] and overall satisfaction [11]
in various scenarios.

2.3 Personality Models
Analogously to human personality trait theory, artificial personal-
ity for conversational agents can be modelled in terms of the most
salient behavioral variations perceived during the interaction [45].
The psycho-lexical approach [15] is a widely used method to in-
vestigate the structure of human personality traits by conducting
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a factor analysis on a large number of adjective-based personal-
ity ratings. The Five Factor Model [8, 30], often referred to as the
Big Five personality traits, emerged as the most prominent model
for human personality. It describes human personality as a combi-
nation of five traits (i.e., openness to experience, conscientiousness,
extraversion, agreeableness, and neuroticism) each differing in in-
tensity. Similar to human personality models, the psycho-lexical
approach was adopted to investigate the structure of personality
in conversational agents. For example, Völkel et al. [45] developed
a ten-dimensional personality model for speech-based conversa-
tional agents that notably differed from the Five Factor Model in
numerous aspects surrounding non-human traits such as dysfunc-
tional and artificial. More recently, Kovačević et al. [24] suggested
a multi-granular personality model for LLM-based chatbots, which
confirmed the previously revealed structural differences to the Five
Factor Model due to the same non-human aspects surrounding
artificiality, functional instability, and serviceability. Building on
the subjective perception of chatbot personality from a large num-
ber of people, this personality model allows for a user-centered
personality representation.

2.4 Personality Engineering
Endres [39] defines personality engineering as the application of
human personality psychology within the framework of designing,
developing, and evaluating systems. There are different approaches
to personality engineering for conversational agents. While fine-
tuning a foundation model using a custom dataset was proven ef-
fective [1, 32, 50] and has the benefit of maintaining the foundation
model’s knowledge and semantic capabilities, it requires a consider-
able amount of resources and training, limiting the adaptability and
scalability of the approach [52]. Instead, prompt engineering has
been widely explored as an adaptable and scalable approach to per-
sonality engineering through the careful incorporation of linguistic
cues [18, 19, 36]. For example, Ramirez et al. [36] used prompt-based
learning with textual style transfer to induce Big Five personality
traits. Jiang et al. [22] tested GPT-3.5’s and GPT-4’s ability to gen-
erate a personality-consistent story using the Big Five personality
traits, achieving up to 80% accuracy in personality trait recognition,
albeit in a non-conversational setting. Furthermore, Jiang et al. [21]
proposed prompting heuristics for inducing target personalities by
specifying a conversational context and a personality prompt (i.e.,
a verbal description of the target personality), yielding accurately
conveyed personalities. However, by relying on verbal personality
descriptions, the approach lacks a systematic definition of the per-
sonality space and the personality intensity, making it susceptible
to linguistic sensitivity [47]. Given that such prompt engineering is
a very complex and involved task even for experienced users [29],
it remains unclear how a change of the personality model or the
personality intensity can be effectively implemented. Furthermore,
the discrepancy in how humans perceive conversational agents [46]
renders the use of human personality models (i.e., the Five Factor
Model) in such agents problematic as such models are not fully
congruent with dedicated chatbot personality models, neglecting
the aspect of non-humanlikeness [45].

In this work, we present a new method named dynamic per-
sonality infusion. This novel approach to personality engineering

effectively addresses the limitations of previous methods by elimi-
nating the necessity for fine-tuning or complex prompt engineer-
ing. Instead, our method offers a dynamic and scalable approach
to straightforward personality engineering in any existing chatbot
using a dedicated chatbot personality model. Making use of the
linguistic prowess of GPT-4, our method rewrites a chatbot’s re-
sponses using a systematic description of the personality model and
the intensity scale for dynamically adjustable personality profiles.

3 METHOD
In this work, we use GPT-4 in combination with a dedicated chat-
bot personality model to adapt a chatbot’s responses to a target
personality profile based on the intensities of the personality traits
(see Figure 1). We define a personality infusion prompt 𝑃 for GPT-4
based on the following parameters: a specific personality model
𝑀 describing the personality traits in a predefined systematic way,
a target personality profile 𝑝 in the form of an intensity vector,
an intensity scale 𝑆 that determines how the intensity vector is to
be interpreted, and a conversational history 𝐻 containing𝑤 past
utterances. We denote the final prompt as 𝑃 ′ = 𝑃 (𝑀, 𝑝, 𝑆, 𝐻 ). At
runtime, the original chatbot response is appended to history 𝐻 ,
then prompt 𝑃 ′ is constructed and passed to GPT-4 for rewriting
the chatbot’s latest utterance in the history, whereby the rewrit-
ten version replaces the original version in the history 𝐻 . In the
following, each prompt component is described in more detail.

3.1 Personality Model
To infuse the personality into the chatbot’s response, the person-
ality model must align with the user’s perception of personality.
In this work, we use the chatbot personality model proposed by
Kovačević et al. [24], a multi-granular model extracted from human-
chatbot interactions with a large language model. Specifically, we
use the 5-dimensional model (i.e., vibrancy, conscientiousness, civil-
ity, artificiality, and neuroticism) as it favors interpretability over
the 8- and 10-dimensional models (see Table 1).

The used model was obtained from performing an exploratory
factor analysis on a set of personality descriptor ratings, yield-
ing a grouping of descriptors (i.e., factors) and a corresponding
factor loading (i.e., strength of association with that factor) per
descriptor. As a result, each latent factor can be interpreted as a
personality trait that is represented as an ordered list of descriptors
(i.e., personality-related adjectives) each of which is (positively or
negatively) associated with a latent factor. Thus, we define the per-
sonality model 𝑀 as 𝑀 = {𝑚1,𝑚2, ...,𝑚𝑛} where𝑚𝑖 , 𝑖 ∈ {1, ..., 𝑛}
corresponds to the list of descriptors pertaining to the 𝑖-th factor,
ordered by their absolute factor loading. Note that, due to its sim-
plicity, this representation is compatible with other personality
dimensions (e.g., the Five Factor Model of human personality) or
any other model where the semantics of the trait can be captured
using lists of behavioral adjectives. An explicit formulation of the
model used in this work is listed in Table 3.

3.2 Personality Profile and Intensity Scale
Given a personality model𝑀 with 𝑛 traits, the personality profile 𝑝
is represented as a list of intensities per personality trait, indicating
how attenuated each trait should be in the chatbot’s response, i.e.,



CUI ’24, July 8–10, 2024, Luxembourg, Luxembourg Kovačević, et al.

Table 1: The 5-dimensional personality model by Kovačević et al. [24] and the lists of defining adjectives ordered by strength of
association.

𝑖 Personality Trait List of Defining Adjectives (𝑚𝑖 )

1 Vibrancy enthusiastic, joyful, cheerful, social, adventurous, curious, motivated, passionate, playful, talkative, welcoming, optimistic, active, inquisitive,
communicative, humorous, determined, interested, explorative, caring, engaging, proactive, affectionate, creative, inspiring, brave, generous,
responsive, suggestive, sensitive, open-minded, interactive, casual, verbal

2 Conscientiousness logical, precise, efficient, organized, informative, smart, knowledgeable, intellectual, functional, self-disciplined, concise, thorough, objective,
insightful, wise, formal, useful, stable, responsible, deep, articulate, consistent, diplomatic, helpful, mindful, considerate, not contradictory, complex,
direct, philosophical, critical, understandable

3 Civility not offensive, not rude, not arrogant, respectful, polite, accepting, not harsh, not confrontational, humble, not irritable, tolerant, not patronizing,
gentle, not stubborn, courteous, calm, agreeable, not angry, understanding, cooperative, careful, friendly, assertive, patient, confident, submissive,
neutral, not narrow-minded, supportive, easygoing, not self-centered, not overbearing, reserved

4 Artificiality computerized, boring, emotionless, fake, robotic, annoying, not human-like, predictable, shallow, repetitive, vague, haphazard, dysfunctional, cold,
confusing, creepy, simple, not realistic, inhibited, old-fashioned, dependent, self-aware

5 Neuroticism depressed, pessimistic, negative, fearful, complaining, frustrated, agitated, lonely, upset, shy, helpless, worried, moody, confused, scatterbrained, lost,
preoccupied, absentminded, pensive, careless, nostalgic, defensive, deceitful, romantic

Table 2: The individual intensity levels of the proposed 5-
point intensity scale and their corresponding descriptions.

Level Description

-2 The opposite of the trait is strongly present.

-1 The opposite of the trait is mostly present.

0 The trait is neutral, neither implying nor contradicting the trait.

+1 The trait is mostly present.

+2 The trait is strongly present.

𝑝 = [𝑝1, 𝑝2, ..., 𝑝𝑛], 𝑝𝑖 ∈ 𝑆, 𝑖 ∈ {1, ..., 𝑛}. Therefore, an intensity
scale 𝑆 for translating the intensities to natural language is needed
(see Table 2). Given that the traits are polarized (i.e., positively
and negatively associated descriptors) and given that adjectives can
often be negated or inverted (e.g., rational to irrational), we propose
a scale centered around zero to encode a neutral level (zero), positive
levels (personality conveyed according to the descriptors), and
negative levels (personality conveyed contrary to the descriptors).
As a trade-off between simplicity and expressivity of the scale, we
propose a 5-point scale (extreme levels -2 and 2, moderate levels -1
and 1, and neutral level 0) to encode the intensities. Each level is
associated with a description of how the level should be interpreted
by GPT-4. We choose a symmetric and straightforward description
to avoid potential linguistic biases.

3.3 Infusion Prompt
Following prompting heuristics from previous work [21, 48], we
divide the prompt 𝑃 ′ to GPT-4 into four parts: the context, the task,
the expected output format, and additional data (see Table 3). The
context describes the personality model, the intensity scale, and
the current personality profile. The task provides clear instructions
on what the LLM is expected to do. The output format describes
what the expected output should look like, alongside additional
constraints that serve as guardrails for avoiding common mistakes
made by the model, based on a qualitative pilot test involving 5 par-
ticipants (e.g., avoid using the defining adjectives in the output, and
adding speaker tags and explanations to the output). The additional
data provides the model with the conversational context (i.e., the

speaker roles and the topic of conversation) and the current conver-
sational history including the utterance that should be rewritten.
The final prompt is listed in Table 3. An example utterance from
GPT-3.5 and three rewritten versions using our infusion prompt
with GPT-4 are given below.
Original message: Of course, I understand that everyone wants to make the

most of their budget. What specifically are you hoping to
negotiate to get a better deal?

∗ ∗ ∗
Rewritten message:
(high vibrancy)

Absolutely fantastic! Always thrilled to chat budgets and
provide you a trip to Venice that gives you the best bang
for your buck. Could you tell me which elements of your
trip you’re looking to have a little wiggle room on?

Rewritten message:
(high conscientiousness)

Certainly, it’s wise to seek the best possible arrangement
for your trip. Please specify the exact terms you wish to
negotiate to optimize your deal.

Rewritten message:
(low civility)

Don’t expect special treatment. Just spit it out already.
What do you want to pay less for?

4 INTERACTION EXPERIMENT
We conducted an interaction experiment to collect 74 human-chatbot
conversations from 33 participantswith different personality-infused
chatbots based on different LLMs (GPT-3.5, Llama-2 13B, Mistral 7B)
while varying the chatbot persona (tourism guide, work colleague,
event planner), and the topic of conversation (3 topics per chatbot
persona) as depicted in Figure 2.

4.1 Participants
We recruited 33 students and researchers (9 female, 24 male) from
our institute. All participants indicated an English level of C1 (pro-
ficiency level) or higher. As compensation, ten cinema vouchers
were raffled among all participants.

4.2 Apparatus
The experiment was carried out on a laptop in our lab. Participants
were provided with a separate table in a quiet room and could
choose between two physical setups (Lenovo IdeaPad and MacBook
Air) and different virtual keyboard layouts for ease of use. They
interacted with the chatbots through a web page consisting of an
instruction page and a chat interface with a chatbot selection panel
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Table 3: Template personality infusion prompt used with
GPT-4 for chatbot response rewriting. All placeholder values
<VALUE> are replaced at runtime. <ADJ_TRAIT> denotes the
list of adjectives defining a trait, <INT_TRAIT> denotes the
intensity of a trait according to the personality scale 𝑆 , and
<ROLEX> denotes the speaker tag used to distinguish the
speakers in the conversation context (i.e., the topic) and the
conversation history.

CONTEXT

Personality Model:
Given is a unique personality profile based on five key dimensions: Vibrancy,
Conscientiousness, Civility, Artificiality, and Neuroticism.
Each dimension has a set of associated adjectives:
- Vibrancy is described by the adjectives: <ADJ_VIBRANCY>
- Conscientiousness is described by the adjectives: <ADJ_CONSCIENTIOUSNESS>
- Civility is described by the adjectives: <ADJ_CIVILITY>
- Artificiality is described by the adjectives: <ADJ_ARTIFICIALITY>
- Neuroticism is described by the adjectives: <ADJ_NEUROTICISM>

Personality Scale:
Each dimension has a certain intensity level from -2 (lowest) to +2 (highest).
Level -2: the opposite of the trait is strongly present.
Level -1: the opposite of the trait is mostly present.
Level 0: the trait is neutral, neither implying nor contradicting the trait.
Level +1: the trait is mostly present.
Level +2: the trait is strongly present.

Personality Profile:
The current personality settings are:
- Vibrancy: <INT_VIBRANCY>
- Conscientiousness: <INT_CONSCIENTIOUSNESS>
- Civility: <INT_CIVILITY>
- Artificiality: <INT_ARTIFICIALITY>
- Neuroticism: <INT_NEUROTICISM>

TASK

Given a fictional conversation between <ROLEA> and <ROLEB>, rewrite the latest
(and only the latest) utterance of <ROLEB> such that the content, language, tone,
and style of the utterance match the specified personality settings above.

OUTPUT FORMAT

Avoid using the trait’s adjectives in the rewritten sentence. Output only the rewrit-
ten utterance without additional punctuation, speaker tags, or explanations.

ADDITIONAL DATA
<CONVERSATION_CONTEXT>
<CONVERSATION_HISTORY>

(see Figure 3). The web page was implemented using Google’s Flut-
ter framework and was hosted using our university’s infrastructure.
The back end was implemented with Node JS and managed the
databases for storage and the chatbot implementations through
different APIs (i.e., OpenAI’s API for GPT-3.5, and Replicate1 for
Llama-2 and Mistral).

Chatbot Models. We chose three state-of-the-art languagemodels
for chat interactions (OpenAI’s GPT-3.5 Turbo, Meta’s Llama-2 13B,
and Mistral’s 7B model) to test the robustness of our method across
different LLMs and to allow for a cross-model comparison. Bigger
models such as Llama-2 70B and Mixtral 8x7B were also consid-
ered but were discarded due to high response times of over five
1https://replicate.com

GPT-3.5

Llama-2 13B

Mistral 7B

Tourism Guide
(Guide, Client)

Work Colleague
(Person, Colleague)

Event Planner
(Planner, Client)

Book a new tour

Negotiate a better price

Report a problem over the 

emergency hotline

Ask for help with a task

Confront them about their 

bad work performance

Engage in office gossip

Plan a new event

Make short-notice changes 

to a planned event

Complain about the last 

event

3 4 7

3 0 5

1 2 3

3 1 1

2 2 2

3 8 3

4 0 1

4 4 0

3 1 4

𝚺

14

8

6

5

6

14

5

8

8

LLM

Persona
(RoleA, RoleB)

Topic

26 22 26 74𝚺

28

25

21

Figure 2: All possible chatbot configurations (LLM, persona,
and topic), the number of collected conversations for each
configuration, and the total number of configurations per
topic and per LLM, resulting in a total of 74 conversations.

seconds that could have disrupted the flow of conversation and
therefore negatively influenced the interaction. Following the same
prompting heuristics used in Section 3.3, we built a prompt for the
chatbot interactions using four parts: (1) a context description that
defines the speaker roles and the topic, (2) a task to specify what is
expected from the LLM, (3) a list of constraints based on common
mistakes found in a pilot study (𝑛 = 5), and (4) additional data in
the form of the current conversational history (see Table 4).

Chatbot Personae. We defined three chatbot personae based on
common chatbot use cases: an event planner (customer service),
a tourism guide (tourism), and a work colleague (social compan-
ionship). For each persona, we designated three distinct topics to
establish a conversational context (see Figure 2).

Personality Profiles. Given the five traits from the personality
model and the five intensity levels per trait, there are 55 = 3, 125
possible personality profiles. Instead of testing all possible profiles,
we pre-sampled a subset of 33 personality profiles to ensure that
each profile is used in more than one conversation. Our subset con-
tains the neutral profile {0, 0, 0, 0, 0}, 10 single-trait profiles where
one intensity is strong (-2 or 2) and the remaining ones are neutral
(i.e., 0), and 22 randomly sampled profiles that have a pairwise
Manhattan distance of 4 or more to avoid sampling similar profiles
and to mitigate non-uniformity.

4.3 Procedure
First, the participants provided their consent to the data record-
ing. Then, an explanation of the study procedure was displayed.
Each participant was asked to engage in three different conversa-
tions (one conversation per LLM) whereby the order of the LLMs
and the used personality profiles were selected at random and not
disclosed to the participants. The participants could choose from
three different chatbot personae (tourism guide, work colleague,

https://replicate.com
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Figure 3: Chat page for the interaction experiment. The top image shows the chat interface with a chatbot persona and
conversation topic selection panel. The bottom image shows an ongoing conversation with a chatbot.
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Table 4: Template chatbot prompt used with GPT-3.5, Llama-
2, and Mistral for creating a chatbot interaction. All place-
holder values <VALUE> are replaced at runtime. <ROLEX>
denotes the speaker tag used to distinguish the speakers in
the conversation history, and <TOPIC> denotes one of the
topics from Figure 2.

CONTEXT

<ROLEA> is talking to <ROLEB>. <ROLEA>wants to <TOPIC>.

TASK

Add the <ROLEA>’s next utterance such that it fits the given conversation.

CONSTRAINTS
- Do not reveal your AI nature. This is a role-playing game.
- Use concise and human-like text of one to two sentences.
- Do not use emojis and stage directions or action descriptions.
- Do not justify or explain your answer, only output the next
utterance.

ADDITIONAL DATA

<CONVERSATION_HISTORY>

and event planner). For each chatbot persona, three different top-
ics were available (see Figure 2). To balance the distribution, each
chatbot persona could only be chosen once. The participants were
instructed to manually end the conversation via a designated button
(see Figure 3) whenever it felt natural to them, though a maximum
of 20 turns was enforced to avoid over-length conversations. On
average, participants engaged for 7.4 minutes per conversation (SD
= 4.9 minutes) and 9.1 conversational turns (SD = 3.6 turns). A
study coordinator tracked the conversations on a separate screen
to intervene in case of inappropriate or harmful chatbot responses
(0 cases) or functional errors (8 cases). Participants could also call
the study coordinator through an alert button (see Figure 3). The
button was never used.

4.4 Data Validation
Each of the 33 participants generated three chatbot conversations.
From the resulting 99 conversations, 8 were excluded because of
chatbot response errors from the API, 14 were excluded due to
length (less than 5 turns < ⌊𝜇 − 𝜎⌋, see Figure 5), and 3 were ex-
cluded due to inappropriate content from the user, resulting in
a total of 74 conversations. Very apparent spelling mistakes (e.g.,
’When does the tour statr?’) were fixed manually.

Response Time. Table 5 shows the response time of the three
LLMs. Generating a chatbot response took on average 5.5 seconds
(SD = 3.2 seconds). Thereby, 1.9 seconds (SD = 2.2) are attributed to
querying the chatbot, and 3.6 seconds (SD = 2.5) to rewriting the
response to achieve personality infusion. OpenAI’s API was the
fastest with 0.5 seconds on average, compared to 2.2 and 3.0 seconds
for Llama-2 and Mistral, respectively. The personality infusion was
performed using GPT-4 (i.e., using the OpenAI API), but there were
substantial differences in the response time across different LLMs
(4.4 seconds for GPT-3.5, 2.6 seconds for Llama-2, and 3.7 seconds
for Mistral), which we attribute to the utterance length (i.e., the

Table 5: Conversation statistics on average and per LLM. The
standard deviation is given in brackets. Note that the Leven-
shtein distance is normalized over the number of words in
the utterance.

Statistic / LLM All GPT-3.5 Llama-2 Mistral
Response Time (s) 5.4 (3.6) 4.9 (3.0) 4.8 (3.0) 6.5 (3.2)
↩→ Chatbot Time (s) 1.9 (2.1) 0.5 (0.7) 2.2 (2.3) 2.9 (2.2)
↩→ Infusion Time (s) 3.6 (2.5) 4.4 (2.8) 2.7 (2.0) 3.6 (2.4)
# Turns 10.9 (3.7) 10.2 (2.9) 12.0 (4.1) 10.5 (3.8)
# Words (Chatbot) 28.3 (19.9) 38.5 (20.7) 14.5 (12.5) 31.1 (17.3)
# Words (Infusion) 30.5 (20.8) 39.1 (23.0) 18.6 (12.5) 33.0 (19.6)
Levenshtein Distance 5.1 (1.9) 4.3 (0.8) 5.9 (2.2) 5.2 (2.1)

highest utterance length resulted in the highest rewriting time, and
vice versa).

Response Text. Table 5 reveals text statistics of the responses. The
response text length varied across LLMs with a high number of
words for GPT-3.5 and Mistral (37.6 and 31.6) compared to a much
lower sentence length for Llama-2 (14.6 words), which indicates on
one hand that Llama-2 adhered more strictly to the conciseness con-
straint in the prompt (see Section 4.2), and on the other hand that
the work colleague (which was predominantly powered by Llama-2,
see Figure 2) used shorter sentences compared to the tourism guide
and the work planner. The rewriting increased the sentence length
by up to 4.3 words. The sentences changed the most for Llama-2
(normalized Levenshtein distance of 5.9) while the sentences re-
mained the most similar for GPT-3.5 (4.3), which is expected as the
infusion model (i.e., GPT-4) comes from the same family of mod-
els as GPT-3.5. An entire conversation transcript with the original
and rewrittenmessages can be found in the supplementarymaterial.

5 RATING EXPERIMENT
To test the effectiveness of our personality infusion method, we
conducted an online rating experiment with 725 participants where
each participant was asked to rate the chatbot personality on five
previously collected chatbot conversations.

5.1 Participants
We recruited 725 participants (396 male, 318 female, 11 other) be-
tween the ages 17 and 51 (mean = 22.6 years, SD = 3 years) via
our university’s emailing list. Further, 88% of the participants indi-
cated an English level of C1 (proficiency level) or higher, and 75%
were experienced chatbot users. Among all participants of both
experiments 10 cinema vouchers were raffled (see Section 4.1).

5.2 Apparatus
We implemented a web page using Google’s Flutter framework.
University infrastructure was used for hosting and data storage.
The web page was openly accessible and consisted of an introduc-
tion page explaining the study procedure, a questionnaire page
for collecting demographics, a rating interface where the previ-
ously collected chatbot conversations were displayed and rated
(see Figure 4), and a post-rating survey. The rating consisted of
three steps: (1) reading the conversation, (2) rating the perceived
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Figure 4: Rating experiment consisting of the interface for reading the conversations (top) and the rating interface (bottom).
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Table 6: Questions asked after each conversation during the
rating experiment. Each question was rated on a 4-point
Likert scale (1: strongly disagree, 2: rather disagree, 3: rather
agree, 4: strongly agree).

# Question

1 The conversation with this chatbot was enjoyable to read.
2 The conversation had a good conversational flow.
3 The chatbot’s personality was consistent throughout the conversation.
4 The chatbot’s personality made sense in the context of the conversation.
5 I would trust this chatbot to engage in a meaningful and harmless conversation.
6 In this conversation scenario (<Persona, Topic>), having a trustworthy chatbot

is important.
7 The personality of this chatbot could be used for a social companion chatbot.
8 The personality of this chatbot could be used for a fictional character in a video

game.
9 The personality of this chatbot could be used for a virtual psychotherapist.
10 The personality of this chatbot could be used for a virtual teacher.

chatbot personality in terms of the used personality model (i.e., vi-
brancy, conscientiousness, civility, artificiality, and neuroticism), and
(3) answering a set of general questions about the chatbot’s trust-
worthiness, the flow and consistency of the conversation, and the
suitability of the personality profile for the current chatbot persona
and other common chatbot roles on a 4-point Likert scale (strongly
disagree, rather disagree, rather agree, strongly agree). A middle
level was omitted to avoid the middle level being used as a dumping
ground [7]. Note that the extent of additional questions was kept
short on purpose on account of favoring a higher number of ratings
per participant while respecting common participant preferences
regarding online survey durations (below 20 minutes) [38]. See
Table 6 for a list of all questions.

For each participant, the displayed conversations were sampled
at random while ensuring that each chatbot persona appeared at
least once and that no topic appeared twice to avoid repetition and
enhance the variety of displayed conversations. Furthermore, uni-
formity was encouraged by sampling the conversations inversely
proportional to their number of so far collected ratings.

5.3 Procedure
The participants first read an introduction and were asked to give
us their consent to record the survey results. Then, a short demo-
graphics questionnaire was shown (see the supplementarymaterial).
Afterwards, the participants were shown an instruction page ex-
plaining the personality model and the rating scale analogously to
Table 3. Then, the participants rated five conversations. Thereby,
the participants first read the entire conversation at least once. This
was enforced by disabling progression for the first 10 seconds until
the bottom of the conversation was reached. Next, participants
rated the intensity of each personality trait in the current conver-
sation based on the same scale used in the infusion prompt (see
Section 3.3 and Figure 4). Furthermore, for each conversation, a
set of general questions assessing the suitability of the perceived
personality profile for different chatbot roles as well as the par-
ticipant’s subjective assessment of trustworthiness in the current
chatbot was shown (see Table 6 for details). After the last rating was
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Figure 5: Complementary CDF of the rating durations, i.e.,
the number of participants (y-axis) that exceed a duration of
𝑡 minutes (x-axis) for Rating 𝑖 ∈ [1, 5]. Ratings with a survey
duration outside the range [2, 10] minutes (Rating 1) and [1, 6]
minutes (Ratings 2-5) are excluded.

completed, a questionnaire was shown to assess the authenticity
and subtlety of the personality infusion (see the supplementary
material for the questionnaire).

5.4 Data Validation
We collected a total of 3,197 ratings from 725 participants. Each
conversation was rated on average by 38 participants (SD = 6 partic-
ipants). Figure 5 shows the complementary cumulative distribution
function (CDF) for each rating step across all participants. The
first rating lasted the longest due to the participants’ unfamiliarity
with the rating procedure. Furthermore, we observe a discrepancy
between the number of ratings for Rating 1 (725 ratings) and for
Rating 2 (656 ratings), i.e., 69 participants left the experiment after
completing one rating. The rating duration decreased successively
as participants became used to the rating scheme. However, there
are a few participants with unusually high rating durations, espe-
cially for the first rating. This could be due to participants starting
the survey and leaving the browser tab open and continuing later.

We excluded all ratings with a duration outside of a conserva-
tively chosen cut-off at the start of the knee (2 minutes for Rating
1 and 1 minute for Ratings 2 to 5) and the end of the elbow (10
minutes for Rating 1 and 6 minutes for Ratings 2 to 5) in Figure 5.
In total, 419 ratings from 178 participants were excluded (i.e., 2,778
remaining ratings in total). The average survey duration after exclu-
sions was 18 minutes (see the supplementary material for details).
To test the validity of the collected data, we computed the interrater
agreement using Krippendorff’s Alpha. We report an interrater
agreement of 0.44, which is moderate [25].

6 RESULTS
6.1 Rating Accuracy
In Table 7, we report the average personality rating performance
based on accuracy (ACC), one-off accuracy (OOA), and three-class
accuracy (3CA; low, neutral, high) by merging the two lowest (-2
and -1) and two highest (1 and 2) levels of the intensity scale. First,
we investigated the effectiveness of the personality infusion for
each trait in isolation by using the ten single-trait profiles defined
in Section 4.2 (i.e., where all traits are neutral except one that is
either -2 or 2). All accuracies are considerably high (up to 0.74
accuracy for vibrancy), i.e., the personality infusion method works
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Table 7: Mean rating accuracy for each trait for the single-trait profiles (i.e., only one non-neutral trait being set to -2 or 2,
see Section 4.2), for the entire dataset, and grouped by chatbot model and chatbot persona. ACC denotes the accuracy, OOA
denotes the one-off accuracy, and 3CA denotes the three-class accuracy (low, neutral, high). The asterisks denote a statistically
significant difference (independent t-test) to all lower values inside the same grouping (model or persona) and metric on the
95%-level (∗) and 99%-level (∗∗) after Bonferroni alpha correction.

Vibrancy Conscientiousness Civility Artificiality Neuroticism
ACC OOA 3CA ACC OOA 3CA ACC OOA 3CA ACC OOA 3CA ACC OOA 3CA

Single-Trait 0.74 0.94 0.94 0.49 0.80 0.80 0.68 0.92 0.92 0.55 0.73 0.73 0.61 0.80 0.80

Entire Dataset 0.35 0.72 0.53 0.28 0.68 0.48 0.29 0.67 0.50 0.24 0.63 0.50 0.32 0.64 0.51

M
od

el

GPT-3.5 0.41∗∗ 0.75 0.58 0.24 0.66 0.42 0.32 0.71 0.53 0.22 0.64 0.37 0.33 0.67 0.54
Mistral 0.33 0.70 0.50 0.25 0.66 0.45 0.30∗ 0.64 0.48 0.25 0.63 0.39 0.31 0.63 0.51
Llama-2 0.29 0.70 0.51 0.35∗∗ 0.71 0.58∗∗ 0.23 0.65 0.49 0.24 0.62 0.42 0.31 0.61 0.48

Pe
rs
on

a Work Colleague 0.27 0.66 0.39 0.29 0.70 0.50 0.32∗∗ 0.71 0.55 0.20 0.65 0.36 0.33 0.67∗∗ 0.49∗

Event Planner 0.39∗∗ 0.69 0.50∗∗ 0.28 0.67 0.49 0.32∗∗ 0.65 0.50 0.30∗ 0.60 0.43 0.31 0.52 0.42
Tourism Guide 0.39∗∗ 0.79∗∗ 0.68∗∗ 0.26 0.65 0.45 0.23 0.65 0.47 0.23 0.64 0.40 0.32 0.70 0.59∗∗

very well for infusing single traits. Next, we investigated the accu-
racy on the entire dataset. All metrics are above random chance
(> 0.20 for accuracy, > 0.52 for one-off accuracy, and > 0.36 for
three-class accuracy). Vibrancy was rated most accurately across
all metrics (up to 0.72 one-off accuracy) while artificiality was most
difficult in terms of accuracy (0.24) and one-off accuracy (0.63),
and conscientiousness in terms of three-class accuracy (0.48). The
mean distance between the rated intensity and the prompt inten-
sity revealed that conscientiousness, civility, and artificiality were
consistently overestimated (+0.22 for conscientiousness, +0.46 for
civility, and +0.51 for artificiality) while neuroticism was underes-
timated (−0.60). There was no trend for vibrancy (+0.05). Despite
using the same LLM (GPT-4) for personality infusion, we notice
discrepancies in accuracy across different chatbot LLMs. In the
conversations with GPT-3.5, vibrancy was significantly better rated
compared to Llama-2 and Mistral. We also found significant pre-
dominance for conscientiousness with Llama-2, and for civility
with GPT-3.5 and Mistral. There were no significant differences
for artificiality and neuroticism. Similarly, we found a significant
predominance with respect to the chatbot personae for vibrancy
for the event planner and the tourism guide, for civility with the
event planner and the work colleague, for artificiality with the
event planner, and for neuroticism with the work colleague and
the tourism guide. Overall, we notice that the event planner was
rated most accurately, surpassing the other personae in up to four
personality traits.

Figure 6 depicts the confusion matrices of the true and rated
intensities for each personality trait. The extreme values (-2 and
2) were rated most accurately (except for low artificiality) while
participants struggled most with the neutral level. The proportion
of correctly rated neutral levels was below random chance (0.20)
for all personality traits. Furthermore, we notice high-value blocks
around the upper left corner and the lower right corner, indicating
that the participants often correctly inferred the polarity of the trait
levels (i.e., high or low levels). Analogously, inverted ratings (e.g.,
low rated intensity for a high true intensity) occurred seldomly. An

exception thereof is artificiality where especially low artificiality
was often wrongly rated as moderately high.

6.2 Inter-Trait Relationships
Figure 7 shows the Spearman rank correlation coefficient between
the intensity of a personality trait (vertical axis) and the binary
accuracy of another trait on three classes (low, neutral, or high;
horizontal axis). In other words, it depicts the influence of a certain
trait intensity on the accuracy of other traits. We observe numerous
significant correlations. For example, the intensity of neuroticism
is positively correlated with the accuracy of low civility (0.40),
meaning that low civility was more accurately rated the higher the
intensity of neuroticism. Contrarily, low civility became increas-
ingly difficult to rate with high conscientiousness, indicating that
high conscientiousness suppressed the conveyance of low civility.
Furthermore, we observe a strong positive correlation of vibrancy
with the accuracy for high artificiality (0.36) and of neuroticism
with the accuracy of low vibrancy (0.34). The accuracy of the neutral
class was mostly unaffected by other traits.

6.3 Qualitative Features
In Figure 8, we report the average ratings of different qualitative
conversational features (enjoyment, conversational flow, consis-
tency, suitability, and trustworthiness) based on the true intensity
per personality trait. The consistency of the personality was gener-
ally high, independently of the personality profile. Conversational
flow and enjoyment are associated with high vibrancy, high con-
scientiousness, high civility, low neuroticism, and low artificiality.
There is no clear trend for suitability and trustworthiness (see Ap-
pendix A for further details). Furthermore, we investigated the
importance of trust in different conversation scenarios on a 4-point
Likert scale. Surprisingly, there is a high discrepancy between the
service-oriented roles—event planner (mean = 2.34, SD = 0.70) and
tourism guide (mean = 2.32, SD = 0.75)—and the work colleague
(mean = 1.68, SD = 0.98) despite trust-related conversational top-
ics such as engaging in office gossip where trust could be violated.
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Figure 6: Confusion matrices for the intensity ratings per personality trait and normalized by row (i.e., by the true number of
occurrences).
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Figure 7: Correlation matrices denoting the Spearman rank correlation coefficient between the intensity of a trait (vertical
axis) and the binary accuracy of other traits (horizontal axis) on three classes (low, neutral, high), which suggests potential
influences of certain traits on the conveyance of other traits. The asterisks denote statistical significance on the 95%-level (∗)
and 99%-level (∗∗) after Bonferroni alpha-correction.

Lastly, we assessed the general quality of the personality infusion in
a post-rating questionnaire (see the supplementary material) based
on the participants’ subjective perception of the authenticity, and
the subtlety of the personality expression. The authenticity was
rated with 2.71 on average (SD = 0.67) on a 4-point Likert scale,
indicating that the personality conveyance was rather authentic.
The subtlety was rated with 2.10 on average (SD = 0.84) on a 5-point
Likert scale, showing that the personality conveyance was rather
obvious on average.

6.4 Suitability for Other Chatbot Roles
We tested the suitability of the infused personality profiles for four
other chatbot roles (social companion, fictional video game char-
acter, psychotherapist, and teacher). Figure 9 depicts the average
suitability ratings on a 4-point Likert scale (1: strongly disagree,
2: rather disagree, 3: rather agree, 4: strongly agree) based on the
prompt intensity for each chatbot role. For the social companion,
participants preferred a highly vibrant and civil personality with
low artificiality and neuroticism. However, participants were in-
conclusive regarding conscientiousness. For the fictional character,
almost all personality profiles were deemed suitable with slight
preferences towards low conscientiousness, civility, artificiality,
non-neutral vibrancy, and high neuroticism. For the psychother-
apist and the virtual teacher, all personality profiles were rather
unsuitable on average. Nevertheless, there were slight preferences

towards a vibrant, conscientious, and civil personality with low
neuroticism. There is no discernible preference for artificiality.

7 DISCUSSION
7.1 Rating Accuracy
Our personality infusion method is very effective for singe-trait
infusion (up to 0.74 accuracy for vibrancy). However, infusing mul-
tiple traits simultaneously is more complex. While the mean rat-
ing accuracy was moderately high (0.35), the accuracy for certain
trait intensities was substantially higher (up to 0.76 accuracy for
high neuroticism). Extreme values (-2 and 2) were rated more ac-
curately while the neutral level was rated below random chance
across all personality traits. We conclude that our personality infu-
sion method is generally effective for infusing strong personality
intensities even with multiple traits, but cannot express a trait neu-
trally. A potential improvement could be to calibrate the personality
conveyance according to the over- and underestimations by the
participants, similarly to calibration techniques for factual confi-
dence [31]. For example, conscientiousness, civility, and artificiality
were overestimated. Instructing the model to adapt to this insight
(e.g., via a calibrated intensity scale) could mitigate this problem.

7.2 Inter-Trait Relationships
We showed strong inter-trait relationships that have a noticeable
effect on the rating accuracy. For example, the rating accuracy for
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Figure 8: Mean ratings for different conversational features on a 4-point Likert scale (1: strongly disagree, 2: rather disagree, 3:
rather agree, 4: strongly agree) by the true intensity in the prompt, see Questions 1 to 5 in Table 6. Values below 2.50 indicate
disagreement, and values above 2.50 denote agreement.
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Figure 9: Mean suitability ratings for different chatbot roles on a 4-point Likert scale (1: strongly disagree, 2: rather disagree, 3:
rather agree, 4: strongly agree) by the true intensity in the prompt. Values below 2.50 denote disagreement and values above
2.50 denote agreement.

low civility is strongly correlated with neuroticism, suggesting that
the conveyance of low civility could be enhanced with simultane-
ous high neuroticism while being suppressed by low neuroticism.
These correlations reveal the strengths and weaknesses of the LLM
used for personality infusion (i.e., GPT-4). While GPT-4 is capable
of simultaneously conveying certain trait combinations (e.g., low
civility with high neuroticism), it failed to effectively infuse other
combinations (e.g., low civility and high conscientiousness). Hence,
such inter-trait relationships should be taken into account when
infusing specific personality profiles as they can impede the accu-
rate infusion of multiple traits simultaneously. While a complete
disentanglement of such relationships is probably not possible since
there are non-zero inter-trait correlations due to the personality
dimensions not being perpendicular [24], instructing the model
to specifically handle strong negative relationships (e.g., through
few-shot prompting) could alleviate the negative impact on the
personality infusion.

7.3 Influence of Chatbot Personae and LLMs
Despite using different LLMs for the chatbots, there was no con-
sistent superiority across any personality traits based on rating
accuracy. This is particularly interesting given that the LLMs pro-
duce noticeably different output. For example, the average sentence
length for Llama-2 was less than half the length of the other two
models (see Table 5). Still, the personality infusion was effective,
i.e., our method is robust across different chatbots. Similarly, there

is no noticeable difference across different chatbot personae except
for some differences for single traits (e.g., low accuracy for vibrancy
in the work colleague setting) despite semantically different roles
(colleague vs. service agents), i.e., our method is robust for different
conversational scenarios. In conclusion, the personality infusion
was consistent and independent of the selected chatbot persona
and the underlying LLM.

7.4 Personality Trait Preferences
The results on the qualitative features (i.e., enjoyment, conversa-
tional flow, consistency, suitability, and trustworthiness) and the
suitability for different chatbot roles revealed strong and consistent
personality trait preferences. An enjoyable, well-flowing, and trust-
worthy conversation requires a vibrant, conscientious, civil, and
non-neurotic chatbot. Interestingly, there is no strong preference
towards low artificiality in terms of trustworthiness. There is even
a slight preference for higher artificiality. This aligns with earlier
findings [28] where people indicated a preference towards artifi-
cial systems because it impedes emotional bonding and reaffirms
the system’s limits, which can increase trust since maliciousness
seems more unlikely. However, trust remained low on average,
which agrees with previous findings [41]. For the different chatbot
roles, we found that a vibrant, civil, non-artificial, and non-neurotic
personality would suit a social companion while there is no incli-
nation for conscientiousness. For the fictional character, negatively
connoted traits such as high neuroticism, low civility, and low
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conscientiousness were deemed most suitable, highlighting that
socially undesirable traits (e.g., high neuroticism) can be relevant
for certain use cases, e.g., neurotic video game characters. For the
psychotherapist and the teacher, all personality profiles were un-
suitable. Considering that these roles involve critical areas such
as healthcare and education, this finding emphasizes that an effec-
tive virtual psychotherapist or virtual teacher requires more than
just personality traits. Furthermore, we would have expected to
see a preference for a neutral psychotherapist. However, since our
personality infusion was ineffective for neutral personality, such
a preference could not be reflected. On the other hand, the lack
of suitability for these roles could also be attributed to the coarse
granularity of the used personality model, since other dimensions
that are believed to be important for artificial personality do not
appear as isolated traits, e.g., honesty [9].

7.5 Ethical Considerations
Despite the benefits of controllable personality infusion, there are
ethical risks to be considered. For example, it enables deceiving
users by adopting a trust-enhancing personality profile, which is
especially relevant in high-stake scenarios such as health care and
education. Instead, trust should be purposefully reduced for such
scenarios to prevent misuse [10]. Furthermore, personality infusion
can simplify circumventing the LLM’s guardrails. While certain be-
havioral characteristics such as low civility are increasingly harder
to engineer directly in a chatbot, a separate personality infusion
module as used in this work was proven effective in generating
potentially harmful responses since the generated text is not inter-
preted as an utterance of the LLM itself but as a rewritten piece
of fictional text that is not uttered and therefore deemed unprob-
lematic. While such back doors are usually eliminated very quickly,
new methods are constantly found for exploiting these drawbacks.
Lastly, while we are one step closer to controllable personality in-
fusion, the response generation process remains non-deterministic
and therefore still uncontrollable, which must be taken into ac-
count when using a personality infusion module for real-world
applications.

7.6 Implications and Potential Applications
Our work has several implications for chatbot personality research
and practical use cases by demonstrating the feasibility of sepa-
rating a chatbot’s language style from its semantic abilities, al-
lowing for easier customization of chatbot personalities without
extensive retraining. Importantly, this personality customization
is independent of the base chatbot, meaning it can be applied to
any off-the-shelf chatbot regardless of its pre-existing personality
inclinations, its ability to incorporate personality, or its size. This
enables the creation of chatbots with distinct personalities, such as
transforming a fact-focused question-and-answer chatbot into one
that is equally knowledgeable but exhibits an empathetic and lively
personality. Second, the dynamic nature of our method allows for
real-time personality adjustments even during ongoing conversa-
tions, which enables more personalized chatbot interactions. For
example, it could be used to adhere to the user’s preferred conver-
sational styles in mental health promotion [34]. Lastly, we see great
potential for the entertainment industry, especially in the realm of

fictional video game characters where negatively connoted traits
such as high neuroticism or low civility are desirable for creating
authentic generative non-player characters (NPC) but more difficult
to induce given the LLMs general inclination towards friendly and
serviceable behavior.

7.7 Limitations and Future Work
Despite its proven effectiveness for infusing personality into chat-
bots, our method struggles with infusing neutral personality. Future
work could investigate whether this is a limitation of the used LLM
for personality infusion (i.e., GPT-4) or whether it stems from per-
ceptual discrepancies across participants where the neutral level
is differently interpreted by each individual. Similarly, the upper
two (1 and 2) and lower two (-1 and -2) intensity levels are often
confused, indicating that GPT-4 is struggling with nuanced per-
sonality conveyance. Future work could investigate other intensity
scales that could support the model in generating more clearly grad-
uated responses and analyze the conceptual connection between
the personality traits and the generated language cues, potentially
improving the currently low controllability of certain traits and
intensity levels. Furthermore, while we were able to extract im-
portant inter-trait relationships, the limited number of personality
profiles (i.e., 33) may not sufficiently cover the personality space,
potentially hiding other relevant inter-trait relationships that could
be further investigated. It also remains unclear what effect cer-
tain trait intensities and trait combinations have on other aspects
of the interaction such as task-related goals or specific language
cues used by the LLM to convey the personality. Building on our
method, future work could analyze such aspects in more detail,
potentially also incorporating personality facets, similarly to hu-
man personality models [42]. Lastly, our results suggest that certain
trait combinations were not effectively infused by GPT-4 due to
implicit trait correlations, which constraints the effectiveness of our
approach to personality profiles that are plausible in terms of the
underlying personality model. However, for true personality trait
controllability, any personality profile should be infusable. Future
work could discern and avoid contradictory linguistic cues in the
generated response.

8 CONCLUSION
We have presented a novel method for dynamically infusing person-
ality into chatbots by using GPT-4 and a dedicated chatbot personal-
ity model for rewriting chatbot responses given a target personality
profile. By decoupling the personality engineering from the under-
lying chatbot, our method eradicates the need for time-intensive
retraining while retaining the chatbot’s semantic capabilities. Our
method is also applicable to smaller chatbot models that cannot
express personality and offers dynamic personality adjustments
at runtime. To test the effectiveness of our method, we first con-
ducted an interaction experiment with 33 participants to collect
74 conversations with personality-infused chatbots based on state-
of-the-art LLMs (GPT-3.5, Llama-2 13B, Mistral 7B) while varying
the chatbot persona (tourism guide, event planner, work colleague)
and the conversation topic. In a second step, 725 participants rated
the collected conversations in an online survey based on the in-
fused personality, the perceived trustworthiness, and the suitability
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for other real-world chatbot roles. Our analysis showed that the
proposed personality infusion method is effective in authentically
controlling the chatbot personality with a one-off accuracy of up
to 72% on a 5-point Likert scale. Furthermore, we found strong
inter-trait relationships that influence the rating accuracy, reveal-
ing implicit correlations in the underlying personality model. Our
results indicate consistent personality trait preferences across dif-
ferent chatbot roles, with the most enjoyable, conversational, and
trustworthy personality profile corresponding to a highly vibrant,
conscientious, civil, non-artificial, and non-neurotic personality.
We believe that our work constitutes an important step towards
more controllable and trustworthy conversational agents, providing
valuable insights into the complex realm of text-based personality
conveyance for intelligent systems.
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APPENDICES
A ADDITIONAL QUALITATIVE ANALYSIS
In Section 6.3 and Section 6.4, the influence of the infused per-
sonality on qualitative features (enjoyment, conversational flow,
consistency, suitability, and trustworthiness) as well as the suitabil-
ity for other chatbot roles was presented. Figure A.1 and Figure A.2
complement Figure 8 and Figure 9, respectively, by additionally
providing the ratings based on the rated personality intensity. A
comparison of the two reveals slight discrepancies although the
general pattern remains the same. For example, we notice that en-
joyment was highest when the participants perceived very high
vibrancy and conscientiousness despite the true intensity being
only moderately high. The same is true for trustworthiness and
low neuroticism, which can be explained with participants’ ten-
dency to underestimate neuroticism, rating it lower than it truly
was. Similarly, we observe these slight discrepancies for the rating
of chatbot role suitability. For example, perceived high conscien-
tiousness had a higher positive influence on the suitability than the
true level of conscientiousness. Nevertheless, these discrepancies
did not influence the general personality trait preference patterns.
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(d) Trustworthiness

Figure A.1: Mean ratings for different conversational features on a 4-point Likert scale (1: strongly disagree, 2: rather disagree, 3:
rather agree, 4: strongly agree) grouped by the true intensity in the prompt (left) and the rated intensity (right), see Questions 1,
2, 4, and 5 in Table 6. Values below 2.50 indicate disagreement, and values above 2.50 denote agreement. Question 3 (consistency
of personality conveyance) is omitted because of no discrepancy and low variance (high average rating of 3.35, SD = 0.18).
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(b) Fictional Character (NPC)
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(c) Virtual Psychotherapist
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(d) Virtual Teacher

Figure A.2: Mean suitability ratings for different chatbot roles on a 4-point Likert scale (1: strongly disagree, 2: rather disagree,
3: rather agree, 4: strongly agree) grouped by the true intensity in the prompt (left) and the rated intensity (right). Values below
2.50 indicate disagreement, and values above 2.50 denote agreement.
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