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ABSTRACT

The field of natural language generation is swiftly evolving, giving
rise to powerful conversational characters for use in different appli-
cations such as entertainment, education, and healthcare. A central
aspect of these applications is providing personalized interactions,
driven by the ability of the characters to recognize and adapt to
user emotions. Current emotion recognition models primarily rely
on datasets collected from actors or in controlled laboratory set-
tings focusing on human-human interactions, which hinders their
adaptability to real-world applications for conversational agents.
In this work, we unveil the complexity of human-chatbot emotion
recognition in the wild. We collected a multimodal dataset con-
sisting of text, audio, and video recordings from 99 participants
while they conversed with a GPT-3-based chatbot over three weeks.
Using different transformer-based multimodal emotion recognition
networks, we provide evidence for a strong domain gap between
human-human interaction and human-chatbot interaction that is
attributed to the subjective nature of self-reported emotion labels,
the reduced activation and expressivity of the face, and the inherent
subtlety of emotions in such settings, emphasizing the challenges
of recognizing user emotions in real-world contexts. We show how
personalizing our model to the user increases the model perfor-
mance by up to 38% (user emotions) and up to 41% (perceived
chatbot emotions), highlighting the potential of personalization for
overcoming the observed domain gap.
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1 INTRODUCTION

Emotions are intricate facets of human experience, influencing our
perceptions, decisions, and interactions in profound ways [32]. Hu-
mans express emotions through a variety of signals such as text and
speech, through vocal or facial cues, or through biological signals.
Accurately recognizing these emotions is pivotal in understanding
the sentiments and responses of individuals [31], which enables
multiple use cases across various domains, e.g., for improving a busi-
ness’s product offerings by gauging public sentiment [5], offering
vital insights into patients’ mental health [27, 68], enhancing the
effectiveness of e-learning systems [30], and improving automotive
safety [67].

In contrast to static emotion recognition (SER), emotion recog-
nition in conversation (ERC) models the conversational dynamics
of the involved parties over time. Apart from human conversation,
conversations with virtual agents are becoming more ubiquitous
in a large number of real-world scenarios such as personal assis-
tance [3], customer service [26], and video games [44], and are
about to enter more challenging applications in education [1, 9]
and health care [37, 54]. Attributed to the rapid and transformative
evolution of natural language generation, conversational agents
are transcending the realm of generic information conveyance and
becoming wholesome companions that engage users in interactive,
meaningful conversations.

ERC plays a pivotal role within the domain of these virtual
conversational agents [49] as it enables them to perceive and adapt
to users’ emotional states, enhancing the quality of interactions and
offering a more personalized and engaging experience [18, 24, 47],
which makes such agents indispensable tools for a wide array of
practical and experimental applications.

Efforts to address ERC have brought forward an abundant col-
lection of emotion recognition datasets [12, 13, 40, 48] and cor-
responding emotion recognition models that cover a wide vari-
ety of neural architectures entailing both unimodal and multi-
modal approaches [6]. Thereby, state-of-the-art models focus on
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Figure 1: Comparison of Interaction Paradigms. In this work,
we focus on text-based chatbot interactions (right), unlike
previous research that assumed all modalities (left).

capturing conversational dynamics over time by modeling inter-
speaker dependencies and exploiting advanced modality fusion
strategies [16, 39, 42].

However, the current landscape of ERC models is primarily
rooted in datasets sourced from actors or meticulously controlled
lab environments entailing predominantly categorical emotion
labels from external annotators. In contrast, real-world human-
chatbot interactions follow a different conversational paradigm
where emotions are not confined to scripted laboratory settings
or acted facial and verbal expressions and where only the chat-
bot’s text is available (see Figure 1). Thus, it is not clear whether
previous works extend to the intricacies of real-world scenarios
comprising conversational agents, which demands a re-evaluation
of the challenges surrounding human-chatbot ERC to put recent
advancements in the field into perspective.

In this work, we unveil the complexity of human-chatbot ERC in
the wild by applying existing ERC architectures on a custom multi-
modal human-chatbot ERC dataset collected from 99 participants
over three weeks. Our dataset consists of over 350 hours of human-
chatbot interactions, capturing 8,003 self-reported emotion labels
assessing the user’s emotions and the perceived chatbot’s emotions
at regular intervals during the conversation. Using transformer-
based embeddings for text, audio, and video, and speaker-specific
state modeling, we build an end-to-end ERC pipeline that infers
the emotional states of the user and the chatbot in terms of valence,
arousal, and dominance (VAD) on three classes (low, medium, high).

Our experiments reveal a domain gap between human-human
ERC and human-chatbot ERC that is mainly rooted in the subjective
nature of the emotion labels, the reduced activation and expressivity
of the face, and the subtlety of emotions in such settings. By incor-
porating user-specific personalization, our model’s performance
improved significantly by up to 41%, highlighting the effectiveness
and potential of personalization for real-world applications.

This work is the first to consider ERC in the wild for real-world
chatbots in a systematic way. Our results provide evidence for an
inherent domain gap between human-human and human-chatbot
interactions, questioning the applicability of existing human ERC
models for this task and revealing a new research direction that
calls for more nuanced models to focus on the complexities of
human-chatbot ERC.

Our findings underscore the importance of refining user-centered
computing for real-world applications, emphasizing the necessity
for continuous research. Efforts to bridge the gap between human
emotions and machine understanding are essential to ensure that
future models can effectively address the varied and subjective
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emotional experiences of users, as demonstrated by our exploration
of ERC in human-chatbot interactions.

1.1 Contributions

Our contributions are threefold:

¢ By collecting human-chatbot interaction data from 99 par-
ticipants in the wild, we show that there is a domain gap
between human-human ERC and human-chatbot ERC at-
tributed to the subjectivity of user emotions, reduced facial
activity, and inherent subtlety of emotions.

e We demonstrate the potential of personalization by increas-
ing the model performance by up to 41% through user-specific
calibration and fine-tuning.

e Our work is the first that systematically investigates ERC
for real-world conversational agents, shedding light on open
challenges in the field.

2 RELATED WORK

2.1 Emotion Recognition

Emotions can be recognized from a variety of modalities. In text,
emotion is revealed through specific wordings and higher-level se-
mantics of the content [7, 60]. Thereby, transformer-based encoder
networks such as BERT [19] have proven to be an effective way of
extracting semantically rich latent representations that can be used
to infer the emotional loading of the text [39]. When dealing with
audio data, vocal cues such as pitch, power, and chroma features
were found to be indicative of human emotion [61]. Thereby, the
audio signal is often encoded as a spectrogram from which audio
features are extracted. For video data, facial expressions are often
used to assess emotion [35]. Using convolutional neural networks,
facial features representative of the current facial expression are
extracted hierarchically, capturing local and global features for
recognizing the current emotion.

In conversational settings, the emotional state can change over
time, requiring emotion recognition models to handle sequences of
features to capture the conversational dynamics. To this end, vari-
ous datasets were collected and corresponding recognition models
were proposed for tackling emotion recognition in conversations
comprising different emotion taxonomies and assessment methods.

2.2 Emotion Taxonomy & Assessment

Emotion taxonomies employ dimensional or categorical models for
describing emotions. The valence-arousal-dominance (VAD) model
categorizes emotions based on three primary dimensions: valence
(positive or negative emotion), arousal (intensity or energy level
of the emotion), and dominance (perceived control or power of an
emotion) [52]. This dimensional approach allows for a fine-grained
representation of emotions and is typically assessed using pictorial
schemes such as the Self-Assessment Manikin (SAM) [11]. Thereby,
the emotional state is rated on a 9-point Likert scale by selecting
the most appropriate visual representation from a set of graphical
manikins for each VAD dimension.

On the other hand, categorical taxonomies describe emotions
as a set of basic emotions, often in terms of Ekman’s set of six
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basic emotions: anger, disgust, fear, happiness, sadness, and sur-
prise [21, 22]. During assessment, the felt emotions are typically
selected from a predefined list of emotions, optionally including an
intensity scale per emotion. Although considered more intuitive
than dimensional emotion models, basic emotions often only en-
tail binary labels for each emotion and fall short of distinguishing
positive emotions, comprising a coarse-grained and imbalanced
representation of emotions. In our work, we focus on VAD given
its fine-grained representation of emotions.

2.3 Datasets

Various ERC datasets have been proposed. DailyDialog [40] con-
tains text-based multi-turn dialogues and corresponding basic emo-
tion labels based on everyday human-human conversations. MELD
(Multimodal EmotionLines Dataset) [48] contains a comprehensive
collection of text, audio, and video data, encompassing the six basic
emotions from multi-speaker movie dialogues. Further, IEMOCAP
(Interactive Emotional Dyadic Motion Capture) [13] consists of
text, audio, and video data from scripted and improvised human
dialogues with both basic emotion labels and VAD labels.

Since these datasets are mainly based on scripted or acted di-
alogues from movie snippets or collected in laboratory settings,
they might not accurately represent the nuances and variability
in real-world conversations. Furthermore, the annotations were
mainly obtained through multiple external raters, which was found
to be easier to predict than intrinsic emotions [36, 43] and neglects
discrepancies between the felt emotion of the speaker and the ex-
pressed emotion as perceived by the raters [12]. Finally, it is not
clear whether the emotion dynamics of human-human conversation
contained in most datasets extend to human-chatbot conversations.
Given that there are structural differences in the way humans in-
teract with other humans compared to interacting with virtual
agents [17, 51], the same might apply to expressing emotions. We
address these limitations by collecting authentic, unscripted conver-
sations between humans and chatbots through multiple modalities
in the wild.

2.4 Models

Both unimodal and multimodal models exist for ERC. Typically,
unimodal ERC models entail text-based architectures while multi-
modal architectures complement the text modality by adding audio
and video data.

2.4.1 Text-based Models. Text-based ERC models entail a wide
variety of approaches, ranging from rule-based approaches com-
prising grammatical and logical rules to learning-based methods
exploiting recent advancements in deep learning [4]. Chatterjee et
al. [15] investigated emotion recognition from text-based human-
chatbot interactions. They found that recurrent neural networks
achieve decent performance in recognizing discrete emotion classes
from latent text representations based on the past three conver-
sational turns. Ghosal et al. [25] found that explicitly modeling
both intra- and inter-speaker dependencies can further increase
prediction accuracy. They proposed graph convolutional networks
(GCN) to capture conversational dynamics over time. The approach
was further refined later on, reaching state-of-the-art performance
on different benchmarks [63]. Alternatively to GCNs, Li et al. [39]
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used hierarchical transformers to imbue the model with context-
and speaker sensitivity. Using BERT [19] for utterance-level fea-
tures and an additional high-level transformer for capturing global
dynamics, they outperformed various state-of-the-art models on
various datasets including MELD and IEMOCAP. To tackle data
scarcity in ERC, Hazarika et al. [28] investigated transfer learning
using pre-trained multi-turn dialogue models for emotion classifiers
of conversations, achieving additional robustness.

2.4.2  Multimodal Models. Multimodal models operate on features
extracted from multiple modalities that are then fused using differ-
ent strategies. For example, Siriwardhana et al. [58] used pre-trained
encoders (RoBERTa [41] for text, Wav2vec [56] for audio, and FAb-
Net [64] for video). They combined the encoded modalities using
pairwise inter-modality attention to obtain fused feature repre-
sentations. Chudasama et al. [16] followed a similar approach but
refined the feature extraction modules using a novel triplet network.
In contrast, Xing et al. [65] fused inter-modality features using con-
volutional neural networks. In addition, multimodal methods also
address context- and speaker sensitivity over time. For example,
Majumder et al. [42] used bidirectional gated recurrent units (Bi-
GRU) to model each speaker’s state and the global state separately.
Xing et al. [65] extended this idea by proposing an adapted dynamic
memory network (A-DMN) for effectively fusing intra- and inter-
speaker dependencies. In addition, speaker-specific embeddings
are often added to the feature representations, which supports the
model in distinguishing between speakers.

While these models work well for recognizing discrete emotions
from human-human interactions, it is not clear how they perform
for human-chatbot conversations where the audio and video modal-
ities for the chatbot are missing (see Figure 1). Furthermore, the
proposed methods rely on extracting conversational dynamics in-
herent to human-human conversations whereas the interaction
dynamics between a human and a chatbot can differ [17, 51]. In
this work, for predicting chatbot emotions we rely only on modal-
ities available in human-chatbot conversations (i.e., text for the
chatbot, and text, audio, and video for the user) for predicting user
emotions and perceived chatbot emotions. We show that there is a
substantial domain gap between the two tasks due to the inherent
discrepancies in the interaction paradigm and we demonstrate how
user-specific personalization can mitigate this problem.

3 DATA COLLECTION

We collected text, audio, and webcam data from 99 participants in
the wild while they interacted with a GPT-3-based chatbot over
three weeks. During the interactions with the chatbot, the partic-
ipants filled in 8,003 self-reports indicating their own emotional
state and the perceived emotional state of the chatbot in terms of
valence, arousal, and dominance. The experiment was approved by
the ethics board of ETH Zurich (application 2022-N-65).

3.1 Participants

We recruited 108 English-speaking participants (56 female, 52 male)
between the ages 18 and 52 (mean = 25.1 years, standard deviation
SD = 4.6 years) via our university’s recruiting platform. The par-
ticipants were required to actively engage in interactions with the
chatbot on at least 10 different days over three weeks (average of 11
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days, SD = 2 days). We incentivized participation through gamifica-
tion similar to previous works [38, 59, 62]. The participants were
compensated based on the number of completed self-reports (CHF
60 for at least 24 self-reports, or CHF 110 for at least 48 self-reports).
Further, one participant was awarded CHF 1,000 in a lottery draw at
the end of the study. The chance of winning could be increased by
reaching performance-related levels (bronze = 30 self-reports, silver
= 80, gold = 150, platinum = 250), based on which lottery tickets
were awarded (bronze = 1 ticket, silver = 5, gold = 10, platinum =
20).

3.2 Apparatus

We used a web-based data collection framework from Kovace-
vic¢ et al. [38] consisting of a dashboard conveying participation
statistics and a chat page for speech-based chatbot interactions
(see Appendix B for screenshots). The framework offers three GPT-
based chatbots with different genders, occupations, hobbies, origins,
and emotional states. During interactions, the participants’ text,
audio, and video input were recorded. To ensure valid video data,
a face detection model (SSD MobileNet V1 from face-api. js)
periodically assessed the visibility of the face in selected frames.
For further implementation details of the framework, we refer to
the original paper by Kovacevic et al. [38].

3.3 Procedure

Upon first login, participants filled out a pre-study questionnaire
about their chatbot experience (48% reported having experience)
and consented to data recording. They then underwent a tutorial
on web page usage, starting with a hardware check for microphone
and webcam functionality, followed by a sample conversation to
introduce the system, with the option to revisit the tutorial any-
time. To ensure conversational variety, participants interacted with
different chatbot personae in different types of conversations (see
Appendix B for details). Face detection was used every two seconds
to validate the video input, alerting the user after three failed at-
tempts and pausing the conversation. The camera could also be
disabled manually anytime, which paused the conversation. Self-
reports assessing the participants’ and chatbots’ emotional states
were prompted in regular intervals (see Appendix B for details).
Using the SAM [11], valence, arousal, and dominance were assessed
on a 9-point Likert scale, with an option for flagging neutral emo-
tions on a binary scale for later calibration (see Section 3.4). A daily
limit of 10 conversations per participant was set to prevent mis-
use. Participants could opt out from the survey anytime. The study
concluded with a demographic and feedback questionnaire.

3.4 Data Preprocessing

In total, we collected 2,734 conversations and 9,292 self-reports
from 108 participants. To clean the dataset, we defined the following
exclusion criteria: (1) constant VAD ratings, (2) too quick self-report
completion (less than 10 seconds), and (3) functional issues (e.g.,
aborted conversation due to no detected face). After cleaning, 1,725
conversations and 8,003 self-reports (86% of the initial self-reports)
from 99 participants remained. To align participants’ subjective
interpretation of the VAD scale, we standardized the ratings of each
VAD dimension per participant using the mean VAD ratings of
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Table 1: Average ratings for valence, arousal, and dominance
per speaker (user or chatbot) and chatbot persona (Sarah,
Vincent, Albert) in the range [1, 9]. The standard deviation is
given in brackets.

l ‘ Dimension ‘ All ‘ Sarah ‘ Vincent Albert

Valence 5.53 (1.55) 5.49 (1.58) 5.46 (1.50) 5.62 (1.55)

=

5‘«: Arousal 4.49 (1.98) 4.55 (1.97) 4.40 (1.92) 4.50 (2.03)
Dominance | 5.45 (1.60) 5.42 (1.66) 5.42 (1.54) 5.50 (1.59)

E Valence 548(1.73) | 552(1.78) 5.35 (1.70) 5.53 (1.69)

3 | Arousal 4.88 (1.97) 5.06 (1.97) | 4.79 (1.95) 4.78 (1.96)

O | Dominance | 5.19 (1.59) 531 (1.66) 5.07 (1.53) 5.16 (1.55)

neutrally flagged emotions as a center and the standard deviation
for separating the scale into three levels (low, neutral, high) with
class boundaries at +1 SD (see Appendix A for details).

3.5 Data Validation

The participants engaged for 4 hours and 18 minutes on our web
page on average (SD = 2 hours 48 minutes). They were most active
around noon and after 6 p.m., which coincides with common work-
ing hours and leisure time. The selection of chatbots was balanced
(37.1% Sarah, 35.8% Albert, and 27.1% Vincent). A conversation lasted
on average 12.7 minutes including self-reports (SD = 10.2 minutes)
with 4.7 self-reports on average (SD = 2.6 self-reports). Despite
regular interruptions for self-reports, over 80% of the participants
indicated in the post-study questionnaire that they perceived the
interruptions to have had little or no effect on the conversational
flow.

Most conversations were rated as neutral or slightly positive
(valence between 5 and 7). The same applies to dominance, though
more conversations are concentrated on the neutral level (level
5), possibly stemming from participants struggling with assessing
dominance correctly. For arousal, we observe higher variability
in the ratings not coinciding with the other two dimensions (see
Appendix A for details).

There was no noticeable difference in mean VAD ratings across
speakers and chatbot personae (see Table 1). We found significant
positive correlations between users’ and chatbots’ valence (r =
0.59, p < 0.01) and arousal (r = 0.59, p < 0.01), suggesting that
users’ emotions often coincide with the perceived chatbot emotions.
For dominance, we found a significant negative correlation (r =
—0.18,p < 0.01), which indicates that often either the user felt
in control of the situation while perceiving the chatbot as being
controlled or vice versa.

4 METHOD

We built two transformer-based multimodal emotion classification
networks for predicting self-reported user and chatbot emotions
in terms of valence, arousal, and dominance on three classes (low,
medium high) as depicted in Figure 2. Following the human-chatbot
interaction paradigm (see Figure1), the models should neglect audio
and video for the chatbot side, focusing on efficiency during both
preprocessing and inference to facilitate real-time interactive appli-
cations. This entails that the model can be deployed and fine-tuned
on consumer hardware.
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Table 2: Split statistics for the train-validation-test split.

l Split [ Users [ Conversations [ Utterances [ Self-Reports l
Train 79 1,364 25,478 6,383
Validation 10 166 3,305 755
Test 10 185 3,568 865
Total 99 1,725 32,350 8,003

4.1 Feature Extraction

In line with previous work in ERC, we used pre-trained encoder
networks to embed the input modalities into meaningful latent fea-
ture representations. Such networks have the advantage of being
trained on large-scale datasets in an unsupervised fashion to con-
struct salient semantic representations, which allows for transfer
learning to various downstream tasks such as emotion recogni-
tion [28].

4.1.1  Text Features. We used RoBERTa [41], a robust and optimized
version of BERT [19], to encode the text data. ROBERTa can embed
text of up to 512 tokens into a 768-dimensional vector space. Since
punctuation characters can be of semantic value to the sentence,
we separated such characters from other words using whitespaces
to avoid removal by the tokenizer. Each utterance was tokenized
and embedded separately. The token limit was never reached for
any of the utterances.

4.1.2  Audio Features. We used DistilHuBERT [14], a distilled ver-
sion of the HUBERT [29] model for audio feature encoding that
uses convolutional blocks and multiple transformer encoder layers
to construct latent audio features from audio files of variable length.
It operates on windows of 20 milliseconds from audio signals sam-
pled at 16 kHz, yielding a sequence of embeddings per utterance
whereby the length of the sequence is proportional to the length
of the audio signal. Since the audio samples were recorded using
different participant microphones, we re-sampled all audio files to
16 kHz.

4.1.3 Video Features. We used image-based feature extraction on
frames from the video stream. To this end, we used an Efficient-
Net [55] that was pre-trained on the AffectNet dataset [46], a large-
scale collection of facial expressions and corresponding emotion
labels. EfficientNet consists of multiple convolutional blocks ap-
plied on an RGB image of size 226-by-226 and produces a one-
dimensional feature embedding of size 1,280. To cope with different
resolutions and lighting conditions, we first cropped the face region
using a bounding box obtained from a lightweight face detection
model (SSD MobileNet v1 from face-api. js). We then resized the
frames to 226-by-226 pixels and normalized them using the mean
and standard deviation from the AffectNet database. While there
are face detection modules that can run in real-time (e.g., MTCNN
from face-api. js), they are less accurate than bigger models.
To obey our efficiency constraints, we processed six frames per
second because an empirical experiment showed that the described
feature extraction pipeline for the video features can take up to 0.16
seconds per frame.
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Figure 2: Overview of the multimodal network architec-
ture inspired by Majumder et al. [42] and Siriwardhana et
al. [58]. The unimodal model is obtained by ignoring two
input branches. Note that in the unimodal case for audio and
video, Bi-GRUyser and Bi-GRUp41b0: are not used.

4.2 Unimodal Model

We built a separate unimodal model for each modality. By using the
feature extraction modules described in Section 4.1 and a context
window of W conversational turns (i.e., 2W utterances), the result-
ing embeddings are of size [2W, 768] for text, [2W, S4, 768] for au-
dio, and [2W, Sy, 1280] for video, where Sy = {SL,i € [1...2W]}
and Sy = {S!,i € [1...2W]} denote the sequence lengths of the
embedded audio and video data of each utterance, respectively. For
audio, the sequence length corresponds to the number of 20ms win-
dows. For video, the sequence length corresponds to the number
of extracted frames. To unify the dimensions of the embeddings
per utterance, we reduced the audio and video embeddings along
the second dimension to [2W, 768] and [2W, 1280] respectively by
using a transformer encoder and a prepended modality-specific CLS
token to be used as a global representation of that sequence. Fur-
thermore, we added embeddings of speaker-specific identifiers (0
for the user, 1 for the chatbot) to the encoded utterances to support
the model in distinguishing between speakers in the text branch.
While a big context window W is favorable for capturing long-
range conversational dynamics, we fixed the context window at
W = 4 (i.e., 8 utterances) given that the number of self-reports
following a context window of size W drops significantly for W > 4
(see Appendix A for details). Inspired by DialogueRNN [42], we
modeled the speaker states and the global state in the text modality
separately using three bidirectional gated recurrent units (Bi-GRUs)
in parallel to capture intra-speaker and inter-speaker dynamics
explicitly. Thereby, we feed the entire context window to the global
Bi-GRU while the speaker-specific Bi-GRUs are fed the correspond-
ing speaker’s utterances only (see Figure 2). For the audio and video
modalities, we used a single Bi-GRU because there is no audio and
video data from the chatbot. We call the former model MultiGRU
and the latter model SingleGRU. The output from the Bi-GRUs is fed
through a classification head consisting of a feed-forward network.
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Table 3: Ablation study of the prediction performance in terms of the macro F; score for valence, arousal, dominance, and the
mean (VAD). The highest values for the unimodal and multimodal models are highlighted in bold.

Modalities Macro F; (User Labels) Macro F; (Chatbot Labels)
Model Text ‘ Audio ‘ Video VAD ‘ Valence ‘ Arousal ‘ Dominance VAD ‘ Valence ‘ Arousal ‘ Dominance
Baseline [ -1 = ] = [ 2400 [ 2040 | ‘2364 [ 2796 [ 2218 [ 2144 [ 173¢ | 217
g MultiGRU v — — 36.68 46.54 31.29 32.21 41.86 52.36 36.41 36.79
AE SingleGRU — v — 29.62 28.67 27.95 32.25 — — — —
;% SingleGRU — — v 28.41 29.38 26.25 29.60 — — — —
Multimodal-Concat v v 41.72 49.13 38.26 37.79 41.86 52.42 36.91 36.26
= Multimodal-IMA v v — 40.91 48.66 39.10 34.98 40.87 51.35 36.26 35.01
S
g Multimodal-Concat v — v 39.80 47.90 35.03 36.47 40.66 51.60 35.14 35.23
% Multimodal-IMA v — v 37.00 46.36 32.24 32.39 40.25 49.74 36.54 34.47
= Multimodal-Concat v v v 39.85 47.05 36.21 36.29 40.28 51.01 35.90 33.94
Multimodal-IMA v v v 38.76 4591 33.82 36.55 39.53 49.52 35.52 33.55

4.3 Multimodal Model

The multimodal models use all available modalities simultaneously.
We explored two fusion strategies for combining the modality-
specific features. The first model (Multimodal-Concat) concatenates
the modality-specific features of the unimodal models. The second
model (Multimodal-IMA) fuses the features using inter-modality
attention (IMA) similar to Siriwardhana et al. [58]. Thereby, each
pair of modalities X and Y is fed through a self-attention block
where modality X is used as the query vector, and modality Y is used
as the key and value vectors, enhancing the features from modality
X with information from modality Y, denoted as Mxy = IMA(X,Y).
Next, the Hadamard product (i.e., component-wise multiplication)
is applied to all pairs that share the same modality used for the
query (i.e., Mx = Myxy ® Mx). Finally, the outputs of each IMA
block are concatenated.

5 RESULTS

We split our dataset into training (80%), validation (10%), and test
(10%) sets by enforcing disjoint but proportionate sets of users and
comparable VAD class distributions across splits (see Table 2). More
details on the label distribution can be found in Appendix A.

All models were trained on a consumer GPU with 24 GB VRAM
(Nvidia RTX 3090). We evaluated our model on the macro F; score
that weighs the F; scores of each class equally.

5.1 Unimodal Models

The performance of the unimodal models is listed in the top part of
Table 3. As a naive baseline, we used a model that always predicts
the majority class. All unimodal models outperformed the baseline
model. The performance difference was highest for the text modality
(+12.61 macro F; for user emotions, +19.68 macro F; for chatbot
emotions). Predicting valence showed the highest performance both
for user emotions and chatbot emotions. In contrast, the audio and
video modalities provided only marginal improvements over the
baseline. However, the improvement was higher for user emotions
than for chatbot emotions (up to +5.62 macro F; for the user and
up to +3.64 macro F; for the chatbot).

5.2 Multimodal Models

For training the multimodal models, we initialized the text, audio,
and video branches with the best weights from the corresponding
unimodal models. The performance metrics for the multimodal
models can be found in the bottom part of Table 3.

Multimodal-Concat. For predicting the user emotions, separately
adding audio (up to +5.06 macro F;) and video (up to +3.12 macro
F1) to text improved the performance across all dimensions. The
combination of text and audio resulted in the highest performance
(41.72 macro F;). However, combining all three modalities did not
provide any performance gain. On the contrary, adding the video
modality slightly degraded the performance. For predicting the per-
ceived chatbot emotions, adding video or audio did not substantially
improve performance. The best-performing model based on text
and audio achieves similar performance as its text-based counter-
part (41.86 macro Fi). Adding video further degrades performance
(—2.85 macro F; for dominance).

Multimodal-IMA. The IMA-based model shows very similar re-
sults to Multimodal-Concat. Again, text was most indicative, fol-
lowed by audio, while video did not increase performance. However,
the IMA-based models surpassed the simpler Multimodal-Concat
model only slightly in terms of arousal for user emotions (+0.84
macro F1) and performed slightly worse on average (up to —2.8
macro F; for text and audio).

Contrary to the unimodal setting, the best-performing multimodal
models performed almost identically across different speaker labels,
which stems from the lack of available data for the chatbot side.

5.3 Action Unit Analysis

To investigate the low performance of the video modality, we com-
pare the facial activations in our dataset with facial activations in
the MELD dataset [49] and the IEMOCAP dataset [13]. Since facial
action units are strongly linked to human emotions [23, 66], we
extracted action unit activations using the OpenFace toolkit and
analyzed the difference in activation between consecutive frames
to measure variability in the facial expressions (see Figure 3). Since
all three datasets are conversational, there is no discrepancy for
speaking-related action units (i.e., units 25 and 26). However, we
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Figure 3: Variability of action unit activation across datasets obtained from computing the distribution of pairwise activation
changes between consecutive frames over all utterances, grouped by activation units and datasets.
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Figure 4: The performance gain in terms of macro F; VAD
when personalizing the best unimodal models (MultiGRU
using text) and the best multimodal models (Multimodal-
Concat using text and audio) for different numbers of self-
reports.

observe that the distribution is much more diverse for the acted
datasets from MELD [49] and IEMOCAP [13], especially in the
cheeks, nose, and closed mouth region. While there is more vari-
ation in our dataset in terms of blinking, this can be attributed to
the tiring effect of the computer screen during the interaction.

5.4 Personalization

We leveraged user-specific personalization to further improve model
performance. To this end, we fine-tuned the best unimodal and mul-
timodal models for each user in the test set separately by using a
portion of the user’s data for fine-tuning. For a user with N self-
reports, we fine-tuned each model on n self-reports of a user and
evaluated on the remaining N — n self-reports. Figure 4 shows the
performance increase for n = [0, 10, 30, 50]. We notice a substantial
linear performance increase of up to 41%.

5.5 Runtime

With a context window of four utterances, it takes 0.01s (+0.001s
SD) for the text branch, 0.16s (+£1.45s SD) for the audio branch, 0.34s
(£1.07s SD) for the video branch, and 0.01s (+0.003s SD) for the
Bi-GRU and the classification head. This sums up to 0.52s (+1.83s
SD) to process on an Nvidia RTX 3090 without parallelizing the
branches. Considering that it takes several seconds to speak each
utterance, our models are suitable for real-time ERC. They can
help a conversational agent generate the next utterance based on
emotion predictions or monitor the user’s emotional state over
time.

6 DISCUSSION

6.1 Feature Fusion

Although IMA performed well in previous work [16, 58], our IMA-
based models were inferior to our simpler Multimodal-Concat model.
Given the human-chatbot interaction paradigm, the missing au-
dio and video modalities for the chatbot make it challenging for
the chatbot emotion recognition models to extract inter-speaker
conversational dynamics. Instead, the model focuses on the text
modality, as shown by the performance discrepancy between the
text-based model and other unimodal models (see Table 3). While in
the IMA blocks the saliency of the textual features is altered by the
audio and video modalities when applying the Hadamard product,
the Multimodal-Concat model can attain salient textual features
more easily. Hence, given the low predictive value of audio and
video, the IMA blocks fail to effectively cross-combine the features.
We conclude that IMA can suffer from missing modalities which
should be taken into account in the future.

6.2 Chatbot and User Emotions

There is a noticeable performance discrepancy between user emo-
tion and chatbot emotion recognition for the text-based model.
User emotions can be more difficult to predict because they are
intrinsic and not always conveyed externally (i.e., the emotion in-
formation is not always included in the modalities) [36, 43]. On
the other hand, the chatbot emotion labels are collected from ex-
ternal annotators (i.e., the users) rating the same entity (i.e., the
chatbot) based on the same amount of information that is seen by
the prediction model (i.e., text only), leading to a better generaliz-
able model. Thus, the true subjective emotions are more difficult to
predict compared to externally obtained labels, which aligns with
previous findings [36, 43]. This remains true for the multimodal
models as well since the models predicting user emotion labels are
consistently inferior to the unimodal text-based chatbot emotion
predictor despite using all three modalities, highlighting the severe
impact of subjective labels on the model performance.

6.3 Modality Ablation

The text modality was most indicative of human emotion, followed
by audio, which is in line with previous results [16, 58]. Further-
more, we observe that the audio and video modalities were more
predictive of user emotion than of the perceived chatbot emotion,
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which follows from the lack of available audio and video data for
the chatbot. Nevertheless, the performance for predicting chatbot
emotions is above random, which can be attributed to correlations
between the user and chatbot emotion labels. In contrast, text data
is available for both the user and chatbot, allowing the model to
focus on the specific speaker and include data from the interlocu-
tor as context, which works well for both the user labels and the
chatbot labels.

6.4 Action Unit Analysis

The video modality’s low performance can be explained with the
low variability in facial activation during interaction, which could
stem from participants using facial expressions less frequently to
convey their emotion compared to human-human interaction since
they assume it to have no impact on the conversation. For example,
the action units 6, 12, 14, and 15 are generally associated with
happiness, sadness, disgust, and contempt [66] but were notably less
active in our setting. As a consequence, the video feature extractor
would need to capture micro-expressions indicative of emotions,
which would require disentangling the emotion information from
the spoken content and the individual style of the person, an aspect
that could be solved with user-specific personalization.

6.5 Personalization

User-specific personalization showed to be effective for robust and
consistent performance boosts of up to 41% independently of the
model or the emotion labels used. Given self-report intervals of
90 seconds, personalizing the models would require between 15
minutes (10 self-reports) and less than 90 minutes (50 self-reports).
The required time could be further reduced by employing more
efficient ways of collecting the self-reports that can increase both
the quality and the amount of collected data [50], which could result
in even higher performance gains and higher willingness of users
to engage in a personalization phase.

6.6 Implications and Potential Applications

Our findings indicate that current ERC architectures might not be
fully effective for numerous practical applications as the training
data fails to capture the complexities of human-chatbot interac-
tions. Nonetheless, this observed domain gap can be mitigated by
user-specific personalization, presenting new research opportuni-
ties and implications for virtual conversational agents. Specifically,
recognizing the perceived chatbot emotions can enable developers
to predict and tailor how specific user groups will interact with
these agents, facilitating pre-release testing and adjustments.

Consumer products. In educational gaming, personalized ERC
can be useful for Al-powered non-player characters (NPC) [57].
NPCs can modify their actions based on the emotions developers
wish to trigger. In addition, negative emotions can denote dissat-
isfaction from which the system can learn and evolve, ultimately
enhancing user experience [24]. In e-learning systems, accurate
emotion prediction can track students’ emotional states, which can
increase the learning gain [8]. In the realm of conversational agents,
such a system could be powered using Al-based digital characters
that act as personal teachers catering to the student’s specific needs,
for example by calling for a break when detecting frustration.

Kovacevi¢, et al.

Health care. In elderly homes, companionship and social interac-
tions are integral to the mental well-being of the residents. Chatbot-
driven digital characters can be useful as cheap and always available
companions. By personalizing ERC models to residents, the chat-
bots could use the recognized emotion for tailoring an adequate
response, cheering residents up when they feel sad, engaging them
in interesting conversations when they are bored or feel lonely [2],
or ultimately, trigger an intervention by a professional if strong
negative feelings are detected [34].

Ethical Considerations. Despite numerous applications, ERC mod-
els that can reliably assess the user’s reaction to the next utterance
bear the risk of manipulating user emotions, which can negatively
influence the user’s mental health and well-being [33]. Ensuring
informed consent, transparency, privacy, and data security is para-
mount to mitigating these risks.

6.7 Limitations and Future Work

While our data collection comprises university students, the con-
versational dynamics between a chatbot and people from different
social strata could differ. In the future, we will investigate if our
method extends to users from different cohorts. Furthermore, the
performance gain from personalization could also stem from dis-
crepancies between the training data of encoder models and human-
chatbot conversation styles, which warrants further analysis, e.g.,
through specialized encoder models. Moreover, while the perfor-
mance gain is substantial, the willingness of end users to engage
in a personalization phase requires testing. For applications where
a user-specific model is infeasible, user clustering [53] or partial
personalization [45] can be used. Alternatively, a warm-up phase
dedicated to collecting predictive labels for boosting personalization
could cut the time required for reaching good performance [10].

7 CONCLUSION

In this work, we investigated multimodal emotion recognition for
human-chatbot interactions in the wild. Based on a collected dataset
comprising text, audio, and video data from 99 participants inter-
acting with GPT-based chatbots over three weeks, we implemented
different unimodal and multimodal emotion recognition models
that predict the user emotion and the perceived chatbot emotion
in terms of valence, arousal, and dominance on three classes (low,
medium, high). Our results revealed a domain gap between human-
human ERC and human-chatbot ERC rooted in the subjective nature
of the labels, the low activation of the face during interaction, and
the subtlety of emotions in human-chatbot interaction. Through
user-specific personalization, we could improve the performance
by up to 38% (user emotions) and 41% (perceived chatbot emotions),
which outlines the potential of personalization for real-world appli-
cations. Moreover, the performance gap between user and chatbot
emotion recognition models indicates that emotions are easier to
predict from the reader’s than the speaker’s perspective, highlight-
ing the challenges in recognizing user emotions in real contexts. By
exploring the complexity of human-chatbot ERC and identifying a
domain gap to human-human ERC, our work is a key step towards
equipping future conversational agents with enhanced emotion
sensitivity, a trait that is crucial for such models to transcend to
diverse real-world scenarios.
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On Multimodal Emotion Recognition for Human-Chatbot Interaction in the Wild

APPENDICES
A EMOTION LABEL DISTRIBUTION

Contrary to the naturally polarized dimensions of valence (pos-
itive vs. negative) and dominance (being controlled vs. being in
control), the scale for arousal is not polarized and bears the risk
of participants subjectively interpreting the scale differently. To
mitigate this problem, we normalized the collected emotion self-
reports per participant, allowing for a direct comparison of labels
across participants. For each participant and each VAD dimension,
we calculate the mean and standard deviation over all self-reports
where "neutral emotion” was selected. We then standardize each
self-report, centering the per-user self-reports around the level that
each user subjectively perceived as neutral, naturally dividing the
scale into three classes (low, neutral, high) with class boundaries at
+1SD.

low neutral high
2k
1k
0k
1 2 3 4 5 6 7 8 9
Level
(a) Valence
low neutral high
1k
0.5k
0k
1 2 3 4 5 6 7 8 9
Level
(b) Arousal
low neutral high
4k
2k
0k
1 2 3 4 5 6 7 8 9
Level

(c) Dominance

Figure A.1: Unnormalized label distribution for (a) valence,
(b) arousal, and (c) dominance on a 9-point Likert scale. col-
ored based on their class correspondence after user-specific
normalization using the self-reported neutral emotion as the
center for standardization.
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Table A.1: The number and proportion of self-reports N that
are preceded by at least W conversational turns.

[Windowsieew [ 1 [ 2 [ 3 [ 4« [ s [ &« [ 7 [ 8 |

# Self-Reports N 8,003 8,003 8,003 7,923 7,258 6,938 6,514 5,754

Proportion 100% 100% 100% 99% 90.7% 86.7% 81.4% 71.9%
low medium high

60

|
«© 40

20 ‘

0 . L
train validation test

(a) Valence

low medium high
60
< 40 |
20 !
0 train validation test
(b) Arousal
low medium high
60
40 |
20 !
0 train validation test

(c) Dominance

Figure A.2: The class distributions for the training, validation,
and test splits for (a) valence, (b) arousal, and (c) dominance.

Figure A.1 shows the distribution of the VAD ratings on the
unnormalized 9-point Likert scale, colored by their class correspon-
dence after user-centered label normalization. As can be seen, the
neutral class for valence was indeed skewed towards 6. However,
for most users, 5 (the middle level) was considered neutral, which
aligns with the definition of the scale. The same applies to dom-
inance. However, for arousal, we notice that participants indeed
interpreted the scale differently, with neutral levels ranging from 3
to 6, indicating that the intensity of an emotion bears high subjec-
tivity, which highlights the importance of label normalization for
the labels to become comparable.

The class distribution across train, validation, and test splits after
user-specific label normalization is depicted in Figure A.2.

B DATA COLLECTION FRAMEWORK

The data collection framework is based on the implementation
from Kovacevi¢ et al. [38]. It was implemented with Flutter and
consisted of a dashboard conveying participation statistics and a
chat page for chatbot interactions. Screenshots of the framework
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Current Level:

Next Level:

Needed Self-Reports to Next Level:

Number of Collected Lottery Tickets:
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Leaderboard

. " Avg. No. of
Participant Lottery Tickets Self-Reports

Rabbit 20 (+20) 1892

Crocodile 20(+15) 18.25

Flaminge 20(+10) 17.36

Crane 15.27
Walrus 11.99
Tiger 825
Gorilla 8.16

Whale 795

30030 R0 3 30 30 0 0 0

Antelope 7.65

Chat History

Send a message

Sarah
Good day! What's on your mind today?

You
Hi Sarah! I'm actually in a hurry, so | don't have much time.

Sarah
That's unfortunate. | was looking forward to having a little chat.

You
I'm really serry. | have some things | need to take care of...

Sarah
I understand. Anything | can help you with?

You
Actually, yes! | need some advice on sporting equipment.

Sarah
Well, that's my strong suit! What kind of equipment are you interested in?

(b) Chat page showing an ongoing conversation with Sarah that has been generated using the prompt elements from previous work [38].

Figure B.1: Screenshots from the data collection showing the dashboard (a) and the chat page (b).

are depicted in Figure B.1. Participants chose from three chatbot
personae for each new conversation, whereby the same chatbot
could not be selected consecutively to ensure variety. Conversations
commenced in one of four ways to add diversity: 1) the chatbot
suggested a topic from a predefined list [20], 2) the user was asked
to suggest a topic, 3) the chatbot chose a conversation starter from
the DailyDialog dataset [40] with either a random emotional tone
or 4) a tone matching the chatbot’s prompted emotion. Interactions

occurred via speech using Google’s speech-to-text for transcription,
with an option for participants to review and edit transcriptions be-
fore sending. Self-reports assessing the participants’ and chatbots’
emotional states were prompted every 90 seconds, indicated by a
blinking star on the top right, and could be deferred by up to 30
seconds. The video recording was paused during self-reports. Con-
versations automatically ended after either 50 turns, two minutes
of inactivity, or manually via the end button.
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