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Abstract

The objective of this course is to provide an introduction to the issues that must be considered when building high-fidelity 3D engaging shared virtual environ-
ments. The principles of human perception guide important development of algorithms and techniques in collaboration, graphical, auditory, and haptic rendering.
We aim to show how human perception is exploited to achieve realism in high fidelity environments within the constraints of available finite computational resources.

In this course we address the challenges faced when building such high-fidelity engaging shared virtual environments, especially those that facilitate collabora-
tion and intuitive interaction. We present real applications in which such high-fidelity is essential. With reference to these, we illustrate the significant need for the
combination of high-fidelity graphics in real time, better modes of interaction, and appropriate collaboration strategies.

After introducing the concept of high-fidelity virtual environments and why these convey important information to the user, we cover the main issues in two
parts linked by the common thread of exploiting human perception. First we explore perceptually driven techniques that can be employed to achieve high-fidelity
graphical rendering in real-time, and how incorporating authentic lighting effects helps to convey a sense of realism and scale in virtual re-constructions of historical
sites.

Secondly, we examine how intuitive interaction between participants, and with objects in the environment, also plays a key role in the overall experience.
How perceptual methods can be used to guide interest management and distribution choices, is considered with an emphasis on avoiding potential pitfalls when
distributing physically-based simulations. An analysis of real network conditions and the implications of these for distribution strategies that facilitate collaboration
is presented. Furthermore, we describe technologies necessary to provide intuitive interaction in virtual environments, paying particular attention to engaging
multiple sensory modalities, primarily through physically-based sound simulation and perceptually high-fidelity haptic interaction.

The combination of realism and intuitive compelling interaction can lead to engaging virtual environments capable of exhibiting skills transfer, an illusive goal
of many virtual environment applications.

Keywords: high-fidelity rendering, collaborative environments, virtual reality, multi-user, networked applications, human-computer inter-
action, perception, haptics

Part |

High-Fidelity Virtual Environments

1 Introduction

Virtual reality is a field of computer graphics research that has stemmed from Ivan Sutherland’s vision of an “Ultimate Display” outlined in
his seminal lecture in 19655ut65. He suggested a screen should be considered as a window upon a virtual world, and the challenge for
computer graphics researchers is to make that world look, sound, respond to user interaction in real time, and even feel real. This implies
active participation in a virtual environment which users perceive to be real.

Fred Brooks in his paper entitled “What's Real About Virtual Reality?” defined “a virtual reality experience as any in which the user is
effectively immersed in a responsive virtual world. This implies user dynamic control of viewp&rd9§]. Furthermore, he argued that
technology had developed to the point at which Virtual Reality had become a realistic possibility.

For immersive environments, Brooks' view that component technologies have made big ®rin@4 [s fair. However, as both software

and hardware improves, our expectations of the technology also becomes more demanding. Real-time performance requirements of virtual
environments has resulted in the rendering requirements generally dominating computational costs — increasingly we want to see more
realistic graphics. Thus many virtual environment demonstrator applications constitute walk-throughs involving limited direct interaction
with the environment. The idea of a passive view upon a virtual environment is not strictly in accordance with Sutherlands’s vision of
virtual worlds in which users play an active role. The real world is complex, and contains many stimuli which simultaneously engage all our
senses; sight, sound, touch, smell and taste. These combine with our experience of the world to give us an intuitive understanding of realism.
Immersive virtual environments seek to provide a sense of being physically within a synthetically generated space, through a combination of
multi-sensory stimuli, and isolating the user via the use of a head-mounted display.

Studies of presenc&\[S98 Sla99 including those which borrow from gaming theory, have shown that user’s need not be outfitted with an
immersive setup to become engaged in an environni#i0p, Man01aBC04]. The level of engagement participants exhibit during game

play, often using desktop computers or play stations, may be considered to be indicative of a sense of presence. A key factor contributing
to this, is that during game play, users actively participate to carry out a particular task (usually shoot the bad guy). Typical first person
shooter games have a fast pace with the user having to consider other characters shooting at them, explosions, and sound effects while trying
to achieve their objective. There is a lot of activity to occupy players leading to a high cognitive load. In a gaming context however a large
number of assumptions based on the storyline can be made about the actions the player is most likely to perform, and therefore simplified
simulation of the environment can be employed.

On the other hand since it is difficult to envisage all the demands of every conceivable application, in the context of systems to build a wide
variety of virtual environments, few such assumptions are possible. Consequently, it is not so straight forward to build such compelling and
engaging environments. This leads to the question of how to make serious virtual reality applications more engaging and intuitive to use?
We suggest the answer is to improve the correspondence of the virtual environment to the real world, through a combination of sophisticated
interfaces for advanced human computer interaction coupled with good rendering and behavioral fidelity. In the following sections we
describe what we mean by these.



Figure 1: The UNC virtual pit experiment — Image courtesy of Fred Brooks, University of North Carolina Chap&RNIB03]

2 Compelling Virtual Environments

A particularly compelling example of a virtual environment, shown in Fidiiis the University of North Carolina’s ‘Pit’ modeMIWBO02,

MRWBO03]. Although the environment is rendered with relatively low graphical fidelity (by modern standards), a number of multi-sensory
cues contribute to its overall richness. These include a telephone that rings, a radio playing music, an open window with a curtain blowing in
the breeze, a carefully positioned fan to give the impression of that breeze, and passive haptics consisting of styrofoam blocks placed where
virtual entities such as the walls of the room are located. Combined with a set of stressful tasks to perform, participants report a compellingly
engaging experience.

As the field of virtual reality matures, our expectations of the tasks that can be carried out, and the behavioral fidelity of such environments
becomes increasingly ambitious. Consequently, much recent research has focused on utilizing additional sensory stimuli to create compelling
environments PWS*99, SSM*99, HMGO03, TGDO04]. Auditory cues have been shown to increase participants’ sense of preSseeh]

LVKO02] and studies have shown that in environments incorporating auditory feedback, subjects perform better in spatial localization tasks
than in the absence of this stimului&H03 TGDO04.

Haptic feedback (conveying the sense of touch) has emerged as another important stimulus to exploit in many VR applications, and recently
has been incorporated in a number of single user and shared demonstrator applit4fiBri®Z, GHAHO3]. Many of these are simple
testbed tasks used to assess the value of collaborative haptic manipu@ideT, Hub02 OMJ*03, Rei04 KKT *04].

2.1 Complex Interaction in Shared Virtual Environments

Despite a wide range of three-dimensional (3D) input devices being available (see Htar@ij[for a good survey), the most common

methods of interacting with a 3D environment is still via a standard mouse or a keyboard. Typically participants press keys and mouse buttons

to invoke modal changes and use a standard mouse to provide positional information during drag and drop or navigation tasks. A possible

reason for this may be the cost of more sophisticated input devices, their ease of use from a developers point of view, or perhaps even user
familiarity.

Due to a more intuitive spatial mapping between the real and virtual world 6 degree of freedom (DoF) input devices, such as a SpaceMouse
or electromagnetically tracked devices, provide a more intuitive mode of interaction in 3D environments. However, participants often exhibit
difficulties with depth perception in virtual environmenBGA95. A specific performance evaluation of input devices typically used in 3D
applications was carried out by RoesslR(9g, and showed a paradoxical difference (which could be attributed to poor depth perception)
between the actual and perceived accuracy of a tracked button used by test subjects. By engaging another sensory modality to support visual
cues 3DoF and 6DoF force feedback (or haptic) devices could improve this situation, and in doing so enable better perception of the spatial
layout of entities in 3D environments.

Complex interaction also potentially has a causal relationship to the state of entities which the user influences in the environment. This state
change may be reported back to the user through multi-sensory feedback such as color changes, and the use of auditory or touch (haptic)
feedback. In a large number of virtual environments, participants may change simple attributes of entities. For example by selecting and
moving a virtual representation of a baseball, its positional attributes will change. More complex entities which have physical characteristics
allowing them to deform or flow, may not only have their position altered by user intervention but also their structure. Consequently, this in
turn impacts upon the values provided to the algorithms used to compute the structure of the entity.



Object

. Subject

Figure 2: The Deva object/subject model

Another possible source of complex interaction in virtual environments can be through communication with other remote participants. These
may range from simply saying ‘hello’, to performing a sequence of tasks to achieve a shared goal. Few virtual environments employ many
of these different types of complex interactions in conjunction with each other. Engaging environments should however ideally enable such
interactions in behaviorally-rich environments, containing a variety of dynamic entities whose state and/or structure may be changed. It is
therefore useful to consider how rich behavior may be represented in frameworks for building virtual environments.

2.2 Behaviorally-Rich Shared Virtual Environments

Behavior-rich virtual environments ideally model the Newtonian physics of the real world. However itis far beyond computational capabilities
to faithfully simulate all the forces and torques acting on bodies, and correctly compute motion and deformations, for every entity in a complex
virtual environment therefore simulations need to be simplif@@(d. Provided such simplifications can still be used to compute plausible

or perceptually correct behavior, it may be possible to dynamically simplify the underlying structure of the models according to run-time
requirementsGHPO1. However, due to the performance demands of simulation and difficulty of dynamic complexity management, scripted
behaviors CPGB94 are often invoked upon specific events or actions, for example a user picks up a specific entity which (when selected)
records all the user’s activities until it is dropped (or unselect&d)HB02. This type of event based invocation of behavior is a good way

to represent a wide range of common background activities, such as a vehicle driving along a road or the bounce of a ball. Alternative
approaches exploiting features are more intelligent, and determine the behavioral response of an entity from semantic information in the
model. For example, a desk drawer can be opened and closed because it is a deBH 68w [

In prototyping or training applications however, if participants actions have an effect on the motion or structure of entities, scripted behavior
in itself is insufficient. Feature based and constraint methods have been employed to perform rigid body assembly tasks however these
methods require enough semantic information to be present in the models, and cannot simulate the deformation characteristics of complex
flexible componentsNIMFO3]. The behavioral response in such applications may be specified through a number of rules and physically
based simulation models. A variety of software frameworks exist to simplify the development of behaviorally-rich collaborative virtual
environmentsGB95 Hag96 PCMWO0(. Many of these incorporate a sophisticated world model combined with spatial subdivision schemes,

to limit the scope of particular characteristics. For readers wishing to know more about these, Pettifer presents a comprehenshe¢irvey [

Pettifer et al.'s PCMWO0Q Deva system developed at the Advanced Interfaces Group at Manchester adopts essefigalhysarverdistri-

bution architecture (detailed later in these notes), but with a flexible configuration for communicating state changes of individual entities in
a shared environmenPgt99. The system achieves this by decoupling behavior into an objective (semantic state) and subjective (perceptual
state) component. The single objective part of entities resideservarwhich maintains consistent state, and in order to render and interact
with the entities each participantdient creates corresponding subjective parts. These possess behavior and act plausibly until otherwise
instructed by the server, consequently their state may subtly and briefly differ from the objective reality as shown ix Figgitlee respon-

sibility of the objective component to update at appropriate intervals all its corresponding subjects, and this information may be customized
on a per-entity basiFet99Mar02.

Figures3 to 6 and Figure8 illustrate a number of example applications, implemented during large European funded projects, using the
Deva system. The Placeworld application (Figusend4) was a world containing worlds, each individual world being an exhibit. It was
developed for an art installation as part of a study into inhabited information spaces or electronic landscapes. Participants at the art show
were able to explore each of the different exhibits, some of which had very different physical rules governing the behavior of entities within
them [PM01, Sha98CPO0]. They were also encouraged to contribute to the evolution of the landscape through the creation of hyper-links to
favorite exhibits, and the use of personalized avatdes(2].

The QPit applicationPCMT0] was implemented to visualize complex structured graph data, and employed a spring-mass-damper model to
automatically configure its structure. By variations in the spring stiffness according to the different relationships between nodes (masses) in
the data, the dynamics of the force model was used to determine an equilibrium configuration for the structure. This configuration presented
a visualization of the semantic information within the graph data.

The Senet Game (shown in FiguBg was an educational distributed environment designed to give children experience of a board game
found in the ruins of the ancient Egyptian city of Kahi#PMW99, and through this, enable a study of how to better design social learning



Figure 4: Placeworld legible city — Image courtesy of James Marsh and Steve Pettifer, The University of Man8haS&®&C P01

environments. The application used bespoke avatars (representing an adult, young girl and boy) together with a radiosity rendition of an
Egyptian room, complete with the game board, movable pieces, die, and kartouches on the wall containing the game’s insMaré#bns [

Players took turns to throw the die and move their pieces according to the games rules; the aim being to be the first to remove all their pieces
from the board.

The game itself was played by pairs of children, supervised in the environment by a teacher. A chat mechanism was used, which maintained a
log (for later analysis) of all conversations that had taken place during a particular session of the game. Participants communicated by typing

into an entry box that was part of the user interface. The game enabled participants to both co-operate to learn the rules, and compete to
win [Mar0Z].

While a range of virtual reality applications do contain simulation and rich behavior to varying degrees, these are commonly implemented as a
part of bespoke applications. The Deva framework has demonstrated that with an appropriate infrastructure for complex behavior supported as
core functionality, it is possible to rapidly develop and customize the behavior for a range of diverse applications. Physically based simulation
techniques provide the most reliable method for computing realistic behavior but often at a computatioizle@ikt Consequently these

types of simulations are most often found in animation and computer aided design (CAD) applications, which impose less stringent real-time
demands. Methods to manage the complexity of underlying simulations, while maintaining a consistent perception of the simulation offer the
potential for wider scale adoption of simulation in real-time applicati@€ 98, GM99, GM00, GHPO1.
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Figure 6: Senet game — Image courtesy of James Marsh and Steve Pettifer, The University of MaricAbB¢9 Y

2.3 Advantages

Rich behavior in virtual environments can lead to highly engaging applications ranging from systems to prototype and maintain complex
CAD designs, training, and entertainment applications. A particular example of a compelling and engaging application is VRSim’s welding
simulator (shown in Figuré). Welding is an especially dangerous occupation and many trainees suffer serious burns during the early parts of
their vocational training. VRSim'’s application aims to mitigate the lev